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ABSTRACT

This thesis presents measurements of the branching ratio Rj at the LEP2 energies
of 188.6, 191.6, 195.5, 199.5, 201.6, 204.9 and 206.5 GeV using data recorded by the
ALEPH detector. A combined measurement for all the data combined is also presented.
The analysis uses an improved experimental method over previous LEP2 measurements.
A hemisphere tag is used to calibrate an event tag, thus achieving the reliability of the
hemisphere tag whilst capitalising on the higher statistical resolution afforded by the
event tag. Both tags take advantage of the relatively long lifetime of B hadrons and the
associated longer track impact parameters. The choice of the signal selection cut has
also been improved, being based on the minimisation of the total error on R, and thus
ensuring the most accurate possible measurement. A comprehensive set of possible sources
of systematic error has been evaluated. The final value for the combined 189 to 207 GeV

data set is:
Ry at 197.9 GeV = 0.151 + 0.012 (stat) = 0.007 (syst)

which is within 1.05 standard deviations of the Standard Model prediction. This result is

therefore not indicative of new physics.
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Chapter 1

Introduction

The goal of particle physics is a complete description of the fundamental nature
of our Universe. The current theoretical model of fundamental particles and their
interactions is known as the Standard Model. However the Standard Model is be-
lieved to be far from complete. Much effort is therefore now directed at finding new

physics and developing theories beyond the Standard Model.

This thesis presents an experimental measurement of the branching ratio Ry, a
quantity predicted by the Standard Model which is defined as:
o (eTe™ — bb)
o(efe” = qq)

R, = (1.1)

where b is the bottom or beauty quark, ¢ refers to all quark flavours and o is the elec-
troweak production cross-section. The measurements of R, presented in this thesis
were made using data recorded by the ALEPH detector at CERN. During the years
1998 to 2000 ALEPH recorded approximately 20,000 electron-positron annihilations'
in the LEP particle accelerator at energies between 189 and 207 GeV. These events
in conjunction with backgrounds estimated from simulated data (Monte Carlo) were
used to calculate values for Ry at the individual energy points of 188.6, 191.6, 195.5,
199.5, 201.6, 204.9 and 206.5 GeV?2. Additionally all the data were combined in order

to calculate a statistically more accurate value for Ry.

!This number excludes all radiative events where the interaction energy was less than 90 % of
the centre-of-mass energy.

2For convenience, throughout this thesis the individual LEP2 energies are normally referred to
by their integer values.
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1.1 Motivation

The Standard Model framework allows accurate theoretical predictions for the value
of Ry, at a given energy, to be calculated. Comparing the theoretical values with
experimental measurements thus allows a conceptually simple method of checking
the integrity of the Standard Model. Experimental measurements which are signif-

icantly different from the theoretical prediction would be evidence of new physics.

Measurements of R, may also be used to probe for new physics at much higher
energies than those at which the measurements are actually made. If the experi-
mental values for R, are found to agree with the theoretical predictions, this allows
limits to be placed on the energy scales at which new physics could manifest itself.
These energy scales are calculated within particular models for new physics such as

compositeness or supersymmetry.

Ry is therefore an important quantity for particle physicists to measure. It allows
both a direct test for new physics and also an indication of the energy scales at which

new physics might become apparent. It is for these reasons that R, was measured

for the BEW Group at CERN.

1.2 What’s new

As Ry is a powerful Standard Model test there have been many previous mea-
surements at a variety of energies by various collaborations. In particular, precise
measurements have been made at LEP1? where very high statistics are available (see
for example references [1] and [2]). In this analysis, measurements of R, have been
made at new (higher) LEP2 energies with an improved experimental technique and

analysis tools.

3LEP1 refers to the period from 1989 to 1995 during which the LEP machine was run at centre-
of-mass energies around the value of the Z° vector boson mass (91.2 GeV), known as the Z° peak.
LEP?2 refers to the period post 1995 at which LEP was run at energies above the Z° peak up to
209 GeV in 2000.
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Prior to the measurements presented in this thesis, the highest energy at which
Ry had been measured by the ALEPH collaboration was 183 GeV. In this thesis
new measurements for R, beyond 183 GeV are presented. For each energy point at
which LEP ran during the three years 1998 to 2000, individual values for R, were
measured. The analysis method used to measure R;, has been improved. Due to
the low statistics available for each LEP2 energy point, previous measurements of
Ry, have used an event tag to identify bb events. The event tag relies on estimating
the bb selection efficiency €, from Monte Carlo, whilst a hemisphere tag allows the
bb efficiency to be measured from data. Thus whilst the hemisphere tag is a much
more reliable method, it suffers from a poorer statistical resolution than the event
tag as two quantities (R, and ¢€,) are both extracted from the data. Prior to this
analysis, the hemisphere tag method has only been used at LEP1, where very high

statistics are available.

By combining all the available statistics between 189 and 207 GeV the use of
the hemisphere tag becomes feasible. The hemisphere tag was used to calibrate the
event tag results, therefore achieving the higher statistical resolution of the event
tag with the reliability of the hemisphere tag. This is a considerable improvement
over previous LEP2 measurements [3] which have calibrated the event tag according

to an observed R, dependence on the event thrust angle at the Z° peak.

An improved cut for selecting signal (bb) events has been used in this analysis.
Previous LEP2 measurements have used a selection cut based on maximising the
signal statistical significance according to Monte Carlo. This analysis adopted a se-
lection cut based on the minimisation of the total error on I, as measured in data.

This ensures the most accurate possible measurement with the available statistics.

The evaluation of the statistical and systematic errors has also been improved.

Previous ALEPH measurements have calculated the statistical errors according to

4For definitions of the event and hemisphere tags (known as “b-tags”), see Chapter 4 and in
particular Sections 4.6.4 and 4.6.6.
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Poisson statistics. In this analysis statistical errors are evaluated according to Bi-
nomial statistics. Additional sources of uncertainty have been considered, including
jet clustering and jet rate errors. The evaluation of other errors has been improved,
for example the udsc background. The resolution of the systematic errors has also
been improved by combining all the data, thus providing the best possible measure-
ment of the systematic uncertainties. Finally, the latest ALEPH analysis software
packages and Monte Carlo data sets were used throughout, ensuring the most up to

date detector calibration are modelling were utilised.

1.3 Thesis overview

The contents of this thesis may be summarised as follows:

e Chapter 1 is the introduction. The analysis, its motivations and the author’s

contribution are defined.

e Chapter 2 provides a theoretical introduction to the Standard Model and shows

how R, may be used to put limits on new physics.

e Chapter 3 details the experimental apparatus used in the analysis. The LEP
machine, ALEPH detector, Monte Carlo and ALPHA software framework are
described.

e Chapter 4 describes the event selection procedure, the event and hemisphere

tags, and the analysis methods used to extract a value for Ry.

e Chapter 5 describes an analysis of the performance of the two b-tags and im-
pact parameter smearing using Z° peak calibration data. A udsc background

check using semi-leptonic W*+W ™ events is also described.

e Chapter 6 presents the results for R, at each LEP2 energy between 189 and
207 GeV evaluated with both the event and hemisphere tags.

e Chapter 7 describes the evaluation of each systematic error considered in the

analysis for both the event and hemisphere tag measurements.
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e Chapter 8 describes the technique used to calibrate the event tag with the
hemisphere tag, and how the statistical and systematic errors were evaluated

for the calibrated results.

e Chapter 9 summarises the thesis and offers some conclusions. Suggestions for

further work and future prospects are also discussed.

1.4 Testimony

This thesis in its entirety was written by the author. The author was not respon-
sible for the development of some of the software tools used in this analysis. The
ALPHA analysis framework, b-tag probability calculation, and smearing parameter
code were all developed by the ALEPH collaboration for previous analyses. The
ALEPH collaboration is also responsible for the development and production of all
Monte Carlo used in this analysis. Where possible, all results, algorithms and tools

for which the author is not responsible are referenced.

The author was responsible for all the experimental work, analysis and evaluation

of results presented in this thesis. This includes:

e The modification of the hemisphere tag method in order to account for the

additional backgrounds present at LEP2 energies compared to the Z° peak.

e The evaluation of the event and hemisphere b-tag performance with Z° peak

calibration data.

e The evaluation of impact parameter smearing and the generation of smearing

parameters.
e The cross-check of udsc background using semi-leptonic W~ events.

e Event selection, estimation of backgrounds from Monte Carlo and the eval-
uation of R, using both an event and hemisphere tag for each energy point

between 189 and 207 GeV and for all data combined.
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e The evaluation of all systematic and statistical errors for each measurement

of R, with both the event and hemisphere tags.

e The error analysis and evaluation of the optimum selection cuts for both the

event and hemisphere tags.
e The calibration of the event tag with the hemisphere tag and the final results.

The author was responsible for writing the majority of the event selection and anal-
ysis code in FORTRAN77 and PERL5. All physics plots, except where referenced, were
generated by the author using PAW [4]. He is indebted to his colleagues at Imperial
College and at CERN without whom this analysis would not have been possible.
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Chapter 2

Ry and the Standard Model

2.1 Introduction

The Standard Model is the basic theoretical framework describing the fundamental
particles in nature and their interactions. Many observables can be calculated from
the theory and thus validated with experimental measurements. The motivation
therefore for particle physics experiments is to test the Standard Model, and so

possibly discover new physics.

In this chapter the structure of the Standard Model, the unification of the elec-
tromagnetic and weak forces, the Higgs mechanism and generation of fermion masses
are described. Possible extensions to the Standard Model are then discussed. This
is followed by a description of the processes involved in the production of hadrons in
eTe™ annihilations, and finally how electroweak measurements, including R, may

be used to put limits on the energy scales of possible new physics.

2.2 Review of the Standard Model

The goal of particle physics is a complete description of the fundamental constituents
of matter and their interactions. The current theoretical model of the fundamental
particles in nature is known as the Standard Model, the present form of which was
completed in 1973. In a nutshell, the Standard Model is essentially the Glashow-
Weinberg-Salam (GWS) electroweak model of leptons [5], extended via the Glashow-
Illiopoulos-Maiani (GIM) mechanism [6] to include quarks, and thus additionally
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incorporates colour and the strong interaction [7]. Gravity has no role in the Stan-
dard Model as no quantum theory of gravity yet exists. However gravity is so much
weaker! than the other forces at today’s accelerator energies? that its effect is be-

lieved to be negligible.

To date, the Standard Model has passed every experimental test 3. However, it is
believed that the Standard Model is far from complete and probably only represents
a low energy approximation of a single, unified fundamental description of nature.
Many of the parameters in the Standard Model, such as the fermion masses or the
(relative) strengths of the forces, are not predicted and the Standard Model therefore
relies on experimental measurements for their values. There is also no explanation
for why there are three generations of matter®. Although electromagnetism and
the weak nuclear force have been successfully unified, no such unification has been
achieved with the strong force which is currently “tacked on” to electroweak the-
ory. Most tellingly, however, there is no quantum description of gravity, which must

surely have a place in the Standard Model of the future.

Much effort now is therefore directed at discovering new physics beyond the
Standard Model. Although any new physics must manifest itself at higher energies
than is currently available in modern accelerators, the signature of such physics may
well be detectable at much lower energies. However, even if no such signatures are
found, this allows limits to be placed on the energy scales of possible new physics.
Confirmation of all Standard Model predictions is therefore of great importance,
both with respect to validating the current theory and constraining new physics at

higher energies.

!For example the electromagnetic force is approximately 10%® times stronger than the gravita-
tional force at 1 GeV.

2The Tevatron at Fermilab in the United States is currently the world’s most energetic collider,
with a centre of mass energy of ~2 TeV.

3 Although as discussed in Section 2.5.2, evidence for neutrino oscillations indicate that neutrinos
carry a small mass.

4From analysis of the Z° width at LEP the number of light neutrino generations has been
measured as 2.984 + 0.008 [§].
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2.3 Fundamental particles and forces

The Standard Model describes the interactions between matter particles as being me-
diated by force carrying “messenger” particles. All the matter particles carry spin %
(fermions)® with the force mediating particles all carrying spin 1 (bosons). The
fermions are divided into quarks and leptons of which there are six of each (exclud-

ing their anti-matter partners) arranged as pairs (doublets) in three generations.

The leptons carry integer electric charge and the quarks carry fractional elec-
tric chargeS. Electric charge is responsible for the electromagnetic force, which is
mediated by the photon. The photon is massless” and electrically neutral, and is
therefore stable and does not self-interact. As such the range of the electromagnetic
force is infinite. The electromagnetic force binds electrons to nuclei to form atoms,
and atoms together in lattices and molecules, and thus is responsible for the macro-

scopic structure of matter.

Quarks also carry a colour charge, analogous to the electric charge, which is
responsible for the strong nuclear force. This force is mediated by the gluon which
is also massless. However the gluons carry colour themselves and therefore self-
interact. Due to this self-interaction the strength of the strong field increases with
the distance between two quarks, a phenomenon known as asymptotic freedom.
The strong force is therefore very short range. It would also appear that a result of
this asymptotic freedom is quark confinement, meaning that coloured quarks can
only ever exist in the colour neutral combinations of baryons and mesons®. The

strong force is thus responsible for the nuclear structure of matter.

There is no charge associated with the weak nuclear force®. However all matter
particles interact via the weak force, and it is this force which is responsible for

nuclear beta decay. The weak force is mediated by the intermediate vector bosons

5Spin is the quantum of intrinsic angular momentum carried by a fundamental particle.

6Tn units of the electronic charge e.

"The current limit on the photon mass is < 2 x 1076 eV [8].

8To date all searches for free quarks have been negative [8].

9 Although particles interacting via the weak force are described as carrying weak hypercharge.
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of which there are three: the W+, W~ and Z°. These are very massive and, with
the exception of the top quark, are the heaviest fundamental particles currently

t!9. The weak force is therefore very short range.

confirmed to exis

Gravity is the fourth and final fundamental force. All particles with mass inter-
act via the gravitational force which is extremely weak and infinite in range. The
graviton is the hypothetical exchange particle mediating the force, although its ex-
istence has yet to be confirmed. Unlike electromagnetism, gravity appears to act
only as an attractive force. As such this force dominates at cosmological scales and

is therefore responsible for the large scale structure of the Universe.

2.4 The structure of the Standard Model

The Standard Model is a gauge theory describing the strong, weak and electro-
magnetic interactions of fundamental particles. It is based on the concept of local
gauge invariance where, under a space-time dependent phase transformation, the

Lagrangian density £ for a field ¢) remains invariant:
= e 5L =0 (2.1)

where x is a space-time dependent phase with x = (x,t), ¢ is a constant and T a
group generator. Each force transforms according to a particular group symmetry,
with the generators of the group corresponding to the mediators of the force. Thus
electromagnetism with just one mediator has group symmetry U(1), the weak force
with three mediators has group symmetry SU(2) and the strong force with eight
gluons has group symmetry SU(3)!.

The electromagnetic and weak forces are unified by invoking a weak hypercharge
with symmetry U(1) and a weak isospin with symmetry SU(2). The three isospin
fields W7 (e =1,2,3) and one hypercharge field B, mix to produce the physical in-

termediate bosons, for which the appropriate masses are generated via Spontaneous

10 Although data taken at LEP2 up to energies of 209 GeV have shown a 3 o excess for the
Standard Model Higgs boson with mass My = 115 GeV [9].

HThe Special Unitary group SU(N) has N? - 1 generators, and the Unitary group U(N) has N2
generators.
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Fermion Generation Quantum Number
1 2 3 q Y I3
Leptons

_ 1

e ), "), T ), 1 5
ER MR TR —1 —2 0

Quarks

u c t +2 +3
L /L L 3 2

UR CRr tR —|-§ +§ 0
dR SR bR —% —% 0

Table 2.1: Quantum numbers for Standard Model fermions, where ¢ is the electric charge, Y is
the weak hypercharge and I3 is the third component of isospin.

Symmetry Breaking (SSB) and the Higgs mechanism. There is no electroweak uni-
fication with the strong force, so that the overall Standard Model gauge symmetry
is given by:

SUB)e ® SU2), ® Uy (2.2)

where the C' refers to the colour charge of the strong force carried by quarks and
gluons, L refers to the fact that the weak force only binds to isospin doublets
(isodoublets) of left-handed particles and singlets of right-handed particles'? and
Y is the weak hypercharge. The arrangement of the fundamental fermions and their
properties is shown in Table 2.1. The force-carrying mediators and their properties

are shown in Table 2.2.

2.4.1 Quantum Electrodynamics

Quantum electrodynamics (QED) is the quantum field theory of electromagnetism,

deriving from Maxwell’s equations of electrodynamics. It is one of the most suc-

2Tn other words there are no right handed neutrinos.
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Boson Quantum Number Mass (GeV) Interaction
q Y I

W +1  +1 +1 80.42 + 0.06 Weak
Z° 0 0 0 91.187 + 0.002 Weak
W -1 -1 =3 80.42 £ 0.06 Weak
v 0 0 0 0 QED
g 0 0 0 QCD

Table 2.2: Quantum numbers for Standard Model bosons, where g is the electric charge, Y is the
weak hypercharge and I3 is the third (2) component of isospin.

cessful theoretical models of all time, agreeing with all experimental tests to a very
high degree of accuracy'®. However the QED Lagrangian can also be constructed
from the requirement of local U(1) gauge invariance, and as such was the first gauge

theory to be developed in the Standard Model.

The equation of motion for a free particle with mass m, spin % and wavefunction

1 is given by the Dirac equation [11]:
(70, — m) ¥ = 0 2.3)

where 1 is a function of space-time z = (x,t). The corresponding Lagrangian

density from the Euler-Lagrange equation is
L = T(i7"0, - m)v (2.4)
where ¢ is the complex conjugate of 1. Under a global U(1) gauge transformation
o= PN = e (2.5)

where Y is independent of space-time, the exponentials cancel so that £ = 0 and the
Lagrangian is therefore invariant. However under a local U(1) gauge transformation,

where the phase parameter x is a function of space-time so that y = x(z), then

0L = —Yy'g(Oux) ¥ (2.6)

3Probably the best known confirmation of QED is from experimental determinations of the
Lamb shift. For example see [10].
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and the Lagrangian is therefore no longer invariant. Gauge invariance may then be
recovered by postulating a gauge field A, (z) with which the fermion field interacts.

Adding to the Lagrangian an interaction term

Eint - E’Y“QAMP, (27)

the total Lagrangian is now given by
L = Pli" (9, —igA,) —m]y, (2.8)

which is invariant under a local U(1) transformation if the gauge field A, transforms
as

Ay = Ay +0,x . (2.9)

Thus demanding local U(1) gauge invariance has led to the introduction of a new
gauge field A, with which the fermion field 1) interacts. However there must also
be a term for the propagation of this new field in the Lagrangian. Defining the field
strength tensor

F., = 0,A,—0,A,, (2.10)
the term aF),, F*, where a is a constant, is gauge invariant and quadratic in the
derivative of the field A, and thus a suitable kinetic term. By comparison with the
Lagrangian from QED'* it can be seen that a should take the value —1 so that the
final Lagrangian density is given by

1 — .
Logp = — ZFMUF”V + ¢ (iv" Dy, — m) 1) (2.11)

where the covariant derivative D, is defined as
D, = 0,—igA, . (2.12)

The gauge field A, describes the photon and the constant g the coupling or inter-
action strength, which in QED is given by the electric charge e. The Lagrangian
does not contain a mass term for the field A, and the addition of any such term is

seen to break the gauge invariance. A massless photon can therefore be considered

14This is the only place that a direct comparison with QED is used, everything else being derived
from the requirement of local gauge invariance.
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a consequence of preserving local U(1) gauge invariance.

As the gauge transformations discussed here commute, the gauge is said to be
abelian. The QED Lagrangian is thus a U(1) abelian gauge theory describing the
motion of fermions and their electromagnetic interactions, mediated by the photon

propagator.

2.4.2 Non-abelian gauge theories

The principle of local U(1) gauge invariance can be naturally extended to the group

SU(2) which describes isospin transformations of a doublet field ¢);:
v — Gwvawj (2.13)

where ¢’ is the isospin coupling constant and T (a = 1, 2, 3) are the three gener-
ators of SU(2), defined as one half the Pauli spin matrices. These isospin transfor-
mations do not commute and are thus known as non-abelian transformations. The

Lagrangian density for a spin % isodoublet is
L= 9 (ir"9, —m) (2.14)

where the index 7 is summed over 1 and 2 for each of the isodoublet components.
As in the QED case, the Lagrangian is invariant under global gauge transformations

where x is not a function of space-time. However, for a local gauge transformation:

X' = X(@); 6L = = (T g (0ux) ¥ (2.15)

and therefore the Lagrangian is not locally invariant. Local gauge invariance can be
restored by introducing interactions with three gauge fields A}, (a = 1, 2, 3), one for

each generator of isospin, by defining the covariant derivative as
D, = (0, —igT"A%) (2.16)
where I is the unit matrix and the gauge fields transform as

Al = AL — eacANg'XS + 0" (2.17)
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A kinetic term is then added to the Lagrangian for the propagation of the vector
fields, which is the generalised non-abelian form of the kinetic Maxwell Lagrangian

known as the Yang-Mills Lagrangian:

1
EYM = __FaFap,u; Fuy =

1 Fuw [Dy, D) (2.18)

1
g
so that the SU(2) locally invariant Lagrangian is now given by

1 —i . j
L= FLF 4T ("D, — mI) v, (2.19)

As in the QED case, the addition of a mass term for the vector fields breaks the local
gauge invariance. However, experimental measurements have shown the intermedi-
ate vector bosons to be very massive. Therefore a way of breaking the symmetry
and thus generating masses for the gauge bosons must be found that does not violate

local gauge invariance.

2.4.3 Spontaneous symmetry breaking

A general classical Lagrangian for a complex scalar field ® is given by [12]:

1
L= 0000 V(®); & = (b +id) (2.20)
with the potential V' (®) defined as
V(®) = 200 + \ || . (2.21)

This Lagrangian is invariant under global U(1) transformations and, provided p? is
positive, has a minimum at & = 0. This lowest energy state is known as the vacuum.

However, if the sign of ;2 is reversed so that the potential is now given by
V(®) = — 2"+ \|D*D| (2.22)

then there is no longer a minimum at ® = 0 but a mazimum. In fact the minimum

now occurs at

d =/ 0<h<2r (2.23)
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so that there is an infinite number of possible vacuum states'®. Any choice of vacuum
state is valid and will not break the global gauge invariance. Thus, for convenience,

the “true” vacuum is defined at @ = 0 so that

po_w
@:\/;:ﬁ. (2.24)

Breaking the vacuum symmetry whilst maintaining gauge invariance'® is known as
spontaneous symmetry breaking (SSB). Small perturbations away from this chosen

minimum can then be described by expanding the field:

o = % (v+o0+in) (2.25)

which, substituting into Equation 2.22, yields

1 4
V o= p’o® + V) (o® +0on”) + 1 (" +n* +20%0%) — Z—)\ (2.26)

where there appears a mass term p?0? for the o field, but no mass term for the
n field, which is known as a Goldstone boson. Spontaneous symmetry breaking
therefore results in the introduction of one new massive and one new massless field.

However, no massless spin 0 (scalar) particles have ever been observed in nature.

2.4.4 The Higgs Mechanism

The technique of spontaneous symmetry breaking can then be extended to create
massive vector bosons. In order to ensure local U(1) gauge invariance the partial

derivative transforms as

o, = D, = 0,—194, (2.27)
which, including the kinetic term for the propagation of the gauge field A, results
in the following Lagrangian density for a Klein-Gordon field:

1 Y *
L = — 1 wF" + (D,®)" (D*®) — V(®) . (2.28)

5The vacuum is degenerate.
16Tn other words a theory where the vacuum has less symmetry than the Lagrangian.
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Substituting Equation 2.25 into the kinetic term for the ® field then gives

1 1
(D,®)" (D"®) = 56#08"0 + 58“78“77
1
+ QQQUQAMAM + gvA*o,n
1
— gA* (ndyo —odun) + 59214,“4“ (772 + 02)

o (2.29)

where it can be seen that the gauge boson A, has gained a mass term My, = gv.
There is also a term gvA*0,n which is hard to interpret. However, the originally
massless gauge boson has only two degrees of freedom, but a massive gauge boson

should have three degrees of freedom. If the expansion about the vacuum is rewritten

1 i
o = ﬁ(qua)ev, (2.30)

which is valid for any v and small n, o, then the gauge boson can gain a third degree

of freedom by making the transformation
1
A, — A+ g—vaﬂn . (2.31)

Substituting Equations 2.30 and 2.31 into the kinetic and potential terms for the
field ® results in the following Lagrangian:
1 » 1 " 15, oAb
L = _ZF’WF + 5%08 a+§g v:A,
1
59202AMA“ + gPvo A, AF + ) (v202 + UO’S)

(2.32)

where it can be seen there is a mass term for the gauge field A,, a massive o field

s
and no n field. Spontaneous symmetry breaking and the Higgs mechanism have
therefore generated mass for the gauge field, but at the expense of introducing the
additional o field with spin 0. This of course is the Higgs boson. The Goldstone
boson 1 has been absorbed or eaten by the now massive gauge field in gaining a

third degree of freedom.
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The expansion about the minimum in Equation 2.30 and the gauge transforma-
tion in Equation 2.31 is the equivalent of choosing a gauge. Choosing n = 0, so

that

1
o = ﬁ(v+a) : (2.33)

is known as the unitary gauge. Substituting this into Equation 2.28 results in the
Lagrangian of Equation 2.32. The unitary gauge is then used for the Higgs mecha-

nism in electroweak theory.

This example has demonstrated how mass may be generated for a gauge boson.
This technique is therefore used not to generate a massive photon, which is assumed
massless in the Standard Model, but to generate masses for the three gauge bosons

introduced in maintaining local SU(2) gauge invariance.

2.5 Electroweak unification

Glashow-Weinberg-Salam electroweak theory unifies the electromagnetic and weak
forces by invoking a weak hypercharge with group symmetry U(1) and weak isospin
with group symmetry SU(2). The SU(2) ® U(1) electroweak covariant derivative is
defined as [13]:

Y
Dy = 0, —igT*W;i —ig' - B, (2.34)

where T (a = 1, 2, 3) and Y are respectively the three generators of SU(2) isospin
and one generator of U(1) hypercharge. The three isospin gauge bosons and one

hypercharge gauge boson are donated by Wi and B, which transform as

1
Wi — Wi+ ;8,@“ — eabcalef

1
Bu = But 0.8 (2.35)

where g, ¢’ are the isospin and hypercharge coupling constants respectively, a® (a =1, 2, 3)

are the three SU(2) phases and [ is the U(1) phase.
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2.5.1 The electroweak Higgs mechanism

The masses of the gauge bosons are generated via spontaneous symmetry breaking
and the Higgs mechanism as outlined in Sections 2.4.3 and 2.4.4. Starting with the

Klein-Gordon Lagrangian for a complex scalar doublet [12]:

Liges = (D"®)'(D,®) — ?d'd — ) (d10)" (2.36)

o = ( ?; ) (2.37)

® = < % ) (2.38)

with v having the definition given in Equation 2.24. Expanding about the physical

where

and the vacuum is chosen to be

vacuum leads to

1 o1+ im
¢ = V2 < v+ 09 + iy (2.39)

which, when working in the unitary gauge, reduces to

@:%(UEH> (2.40)

where H is the Higgs field. Inserting this into the Higgs Lagrangian of Equation 2.36

results in the following terms:

1
Liiges = 5f)uHaﬁuar—u?H?
1 2,2 1 1 1 2,2 2 2
+ gV w,wk +§g oW, W
1
+ g?}? (gW2—g'B,) (gW" — ¢'B*) + ... (2.41)

where it can be seen that there is a Higgs field with mass v/2u and ¢?v? mass terms
for the W and W7 fields. The physical gauge fields are obtained by rotating the
isospin gauge fields

1
Wt = —
8 V2

resulting in a mass My+ = gv/2. Defining the Weinberg angle, 0y, by

(W, £iW;) (2.42)

— = tanﬁw, (243)
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so that
!
cosby = % ; sinfy = Ll , (2.44)
(92 +92)} (97 +97)"
leads to the following definitions for the physical fields
Z, = cos GWVV;;3 —sinf, B,
A, = sin GWW3 +cosb,B, . (2.45)
The masses are given by
1 1
Mg, = 5 (9>+9g%)%; My, =0, (2.46)

so that the masses of the Wui and Z,, are therefore related by
MWui
My,

= cosfOy . (2.47)

The Higgs Lagrangian therefore results in terms for the gauge and Higgs boson
couplings and their masses. The Lagrangian for the propagation of the gauge fields
is

1 1
['Gauge — —ZW#VWMU - ZB”VB#V 3 (248)

which is added to the Higgs Lagrangian. Thus the gauge and Higgs sector of the
electroweak Lagrangian is given by

»CEW = EHiggs + EGauge (249)

in which the kinetic term for the W, fields contains gauge boson self-interaction

terms resulting from the non-abelian nature of SU(2) transformations.

2.5.2 Fermion dynamics and masses

In the Standard Model parity is mazximally violated in the weak sector [12]. Weak
isospin does not couple to right-handed particles so that left-handed particles trans-
form as doublets and right-handed particles transform as singlets. The grouping of
the left-handed doublets and right-handed singlets is shown in Table 2.1. Left and

right-handed fermion fields thus transform as:

Y, —  exp (igTa® +ig'Y ) ¢y,
Y — exp(igYB) YR (2.50)
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where a® and (3 are the space-time dependent isospin and hypercharge phase angles.

A fermion field ¢) can be expressed as a sum of its left and right-handed components:

Y = YL+Yr (2.51)

so that the Dirac Lagrangian for a massless fermion,

Piy' o, (2.52)

when split into its left and right-handed components becomes

Vi ur + Y iy Outr (2.53)

which, due to the separation of the left and right-handed components, is gauge
invariant under the transformations of Equation 2.50 when the partial derivatives
are replaced with the covariant derivatives. The Lagrangian for the propagation of

massless fermions is therefore

L; = ¥ iv"Dypr, + P piv* Db (2.54)
where
- a a . IY
Dy, = 0, —igT Wu —ig ?Bﬁ U
. /Y
D#’LpR = 8# — 149 EBIJ' 'LpR (255)

which is summed over all quarks and leptons. The total electroweak Lagrangian is
therefore given by

Lrw = Luiggs + Lcauge + Ly (2.56)

which does not yet include any mass terms for the fermions. However, a mass term

ma) split into its left and right-handed components becomes

mp = m (g +Ypt) | (2.57)

which is not gauge invariant under the transformations of Equation 2.50 due to the
left-right mixing. Thus the Dirac Lagrangian is only gauge invariant for massless

fermions. The Higgs mechanism is therefore extended to give masses to the fermions
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in a gauge invariant manner.

The masses of the fermions are generated by Yukawa couplings [12] to the Higgs
field and take the form

g7 (U, YR + Py (2.58)

where gy is the Yukawa constant for the coupling of the fermion field ) to the Higgs

field ®. Breaking the vacuum symmetry, Equation 2.58 is evaluated as

Ye l(ve,é)L < v/(i/i ) er + €r (0,v//v) < Z )J = %ée (2.59)

for the first generation lepton doublet and is representative of the electron mass
if go = mev/2/v. The masses of the fermions are therefore proportional to their
Yukawa couplings to the Higgs field. No terms for neutrino masses appear which is
not a problem if neutrinos are really massless. However, recent experimental evi-
dence for neutrino mixing suggests that neutrinos do in fact have a small mass [14].
Additionally in the quark sector both members of the doublet are massive so that
Equation 2.58 will not generate the appropriate mass terms for both doublet mem-
bers. Thus this fermion mass generation technique must at least be modified for the
quark sector, if not for the lepton sector as well. It can be shown that the conjugate
of the Higgs doublet
—0

(3 () e

is a valid isodoublet which, when substituted into Equation 2.58, produces

9. [(ve,é)L ( U/(;/E > Ver + Ver (v/3/0,0) < Z )L] - %veve (2.61)

for the first generation doublet where a neutrino mass term has now been produced.
Equation 2.58 can then be used to generate as many lepton and neutrino mass terms
as required. Exactly the same principle is then applied to the quark sector, with

terms being added by hand for each doublet generation.

A generalisation of the above mass production can then be used to parameterise

generation mixing in charged current interactions. The W= boson does not have to
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couple to quarks within the same generation and as such the weak force is said to
couple to weak eigenstates and not mass eigenstates. The weak and mass eigenstates

are related by the Cabibbo Kobayashi Maskawa (CKM) [15] mixing matrix V cxum

as follows
d d
s' == VCKM S (2 62)
3 b

where d', ', b’ are the weak eigenstates, d, s, b are the mass eigenstates and V ¢y 18
a 3 X 3 unitary matrix in which each element donates the relative Yukawa couplings.
There is no mixing (at least at tree level) for neutral current processes mediated by
the Z° which is described by the Glashow-Iliopoulos-Maiani (GIM) Mechanism.

The final electroweak Lagrangian is thus given by:
Lrw = Luiggs + Lcauge + Ly (2.63)

where £; now contains terms for both fermion dynamics and the fermion masses.

2.6 Quantum Chromodynamics

In addition to the electroweak force the Standard Model also describes the strong
force. The gauge theory of the strong force is known as Quantum Chromodynamics
(QCD), so called because it describes the interactions of coloured fermions. There
are three colour charges'” (plus their anti-colour counterparts) so that QCD de-
scribes the strong force in terms of colour triplets with an SU(3) group symmetry.
The construction of the Lagrangian is a analogous to the U(1) and SU(2) cases, ex-
cept that now 8 gauge fields are required to maintain local gauge invariance. These
eight gauge fields are called gluons and, due to the non-abelian nature of SU(3),
themselves carry colour and therefore self-interact. The QCD Lagrangian is given

by [12]:

J=ng

A=8
1 ) o
Locp = — 1 ZFA“ Fo + Z q; (iIY" Dy —my) g; (2.64)
A=1 j=1

where g; are the quark fields, ny is the number of quark flavours and D,, is the SU(3)

covariant derivative. Gluons are massless so no symmetry breaking is required. The

"Red, green and blue, with colour singlets being white.
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total Standard Model Lagrangian is therefore given by
Lsyr = Locep + Lew (2.65)

where Lgw is defined in Equation 2.63.

2.7 Standard Model Summary

The Standard Model Lagrangian contains terms for the masses, propagation and in-
teractions via the electromagnetic, weak and strong forces for all the fermions, vector
gauge bosons and the scalar Higgs boson. However, as discussed in Section 2.2, it is
believed the Standard Model is far from being the complete picture. The Standard
Model certainly has a predictive power'®, yet currently requires 18 parameters to be

input by hand. These are as follows:

e The coupling strengths ¢’, ¢ and a; of the electromagnetic, weak and strong

interactions.
e The mass of the Higgs boson, My, and the vacuum expectation value, v.
e The Yukawa couplings for the nine massive fermions.

e The four parameters from which the elements of the CKM matrix are com-

posed.

This large number of free parameters is therefore a strong indication that the Stan-
dard Model in its current form is not the final theory. Much effort now is therefore

directed at developing theories which can constrain the number of free parameters

in the Standard Model.

2.8 Physics beyond the Standard model

The belief that there is physics beyond the Standard Model has many justifications.
As discussed in Section 2.7, there are a number of parameters not predicted by

the theory which need to be input by hand: it is generally believed that so called

18For example the relative masses of the Z° and W+ gauge bosons.
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Theories of Everything (TOEs) should not contain any arbitrary parameters. Ad-
ditionally the Standard Model is believed to be incomplete for the following main

reasons:

e No unification between the strong and electroweak forces.
e No quantum theory of gravity
e No explanation for the three generations of matter.

e Although the Higgs mechanism works, it does so at the expense of introduc-
ing an arbitrary extra scalar boson. This may be correct, but there is no

explanation as to why it should be.

Apart from the apparent lack of completeness in the Standard Model, there are also

other unanswered questions such as:

e What is the connection between quarks and leptons 7

e Are the fermions and/or gauge bosons fundamental particles or are they com-

posites 7

e [s there likely to be any new physics between the currently probed scale
of ~100 GeV and the Planck scale of ~ 10" GeV at which all the forces,

including gravity, are unified 7

In an attempt to address some of these problems four main approaches to physics
beyond the Standard Model are being developed. These are extended gauge theories,

supersymmetry, technicolour and composite models.

2.8.1 Extended gauge theories

Currently there is no unification between the electroweak and strong forces as the
coupling constants of these interactions appear to be independent. Extended gauge
theories attempt to unify the forces by proposing a single gauge group so that all the
forces are described by a single coupling constant [11]. In such a theory the Standard
Model gauge group SU(3) ® SU(2) ® U(1) is thus a subgroup of the unifying gauge
group. However, a consequence of a single unifying gauge group is the addition of
new vector bosons. The group SU(5) for example requires 24 vector bosons, twice

as many as are currently observed to exist.




2.8 Physics beyond the Standard model 41

2.8.2 Supersymmetry

Supersymmetry [16] is an attempt to solve the hierarchy or naturalness problem
in the Higgs sector. The fundamental mass scale in physics appears to the Planck
mass, Mpianak ~ 10" GeV, where the strengths of all the forces are unified. The
Higgs mass is expected to be of the order of the electroweak unification energy
which is ~ 100 GeV. However, radiative corrections to the Higgs mass at the Planck
scale are approximately 30 orders of magnitude greater than the Higgs mass at the
electroweak scale. Supersymmetry describes a new symmetry where all fermions
have a bosonic partner and all bosons have a fermionic partner, thus introducing a
new set of super-particles or sparticles. The radiative corrections to the Higgs mass
at the Planck scale from particles are cancelled by the equal and opposite corrections
from the sparticles. So although supersymmetry provides a solution to the hierarchy
problem and naturally results in a light Higgs, it necessitates the introduction of a

whole new set of particles.

2.8.3 Technicolour

Technicolour [17] is a non-abelian gauge theory describing the interactions of mass-
less technifermions which proposes an alternative to the Higgs boson mediated
electroweak symmetry breaking. Goldstone-like technipions comprised of confined
technifermions are “eaten” in spontaneous symmetry breaking to give masses to the
gauge bosons. The main phenomenological implication of technicolour is that the
weak and strong forces are unified at approximately 500 GeV. Although the the-
ory describes symmetry breaking and can unify the weak and strong forces there
are several problems. Additional extended technicolour interactions have to be in-
troduced to give masses to the fermions and, to date, experimental evidence is in

disagreement with technicolour predictions.

2.8.4 Composite models

Composite models are theories where apparently fundamental particles are com-
posed of smaller constituents. Composite theories can essentially be divided into

two classes: those where the massive gauge bosons are composite, and those where




42 R, and the Standard Model

the fermions are composite. This second class explains the second and third gener-

ations of matter as being excited states of the first generation.

2.9 The e"e” — gq process.

The analysis presented in this thesis is a measurement of the branching ratio Ry,
which is defined as the ratio of the bb and ¢g production cross-sections. The motiva-
tion for this measurement is to test the integrity of the Standard Model and enable
limits to be placed on possible new physics. The bb and ¢ cross-sections must there-
fore be calculated from the Standard Model in order to compare the theory with the
experimental results. Cross-section calculations are also used in the generation of
simulated data (Monte Carlo), which is used to estimate background contributions

to the measured signal.

At LEP2 the production of quark pairs in e*e™ annihilations is mediated by the
exchange of either a photon or a Z° boson. Zeroth order or tree level'® Feynman
diagrams for both processes are shown in Figure 2.1. Each must be included in the

calculation of the ¢g or bb cross-sections.

Figure 2.1: Tree level Feynman diagrams for the process ete™ — ¢g at LEP2.

9The zeroth order or tree level process refers to the basic production mechanism with no higher
order corrections.
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2.9.1 The Born level differential cross-section

The generic expression for a scattering process 1 4+ 2 — 3 + 4 is given by [18]:

(21) 6* (p; — py) Ml H d?p;
% (271')3 2EJ

4 [(pl -p2)2 - (m1m2)2] j=3

do = (2.66)
where p; and p; are the total four momenta of the initial electrons and final quarks
respectively, m; and my are the masses of the incoming electrons and F;, p; are the
energy and momentum of each final state quark. The matriz element My; describes

the amplitude for the transition from initial to final state which is given by
Mfi = MAy + Mxc (2.67)

where M, is the amplitude for the photon mediated transition and My is the
amplitude for the neutral current (Z°) transition. These matrix elements can then

be determined from the Feynman rules (for example see [19]).

The Born level differential cross-section allows the total cross-section for a par-
ticular process at tree level to be calculated. However for real world predictions,
the higher order corrections must also be included in the calculation. These are
included in the Improved Born Approximation (IBA). Higher order corrections are

described in the following section.

2.9.2 Higher order corrections

The diagrams discussed in the previous section represent only the tree level or Born
level contributions to the ete™ — Gq process. In reality there are additional higher
order corrections which also contribute. These may be divided into electroweak

corrections and radiative corrections.

Electroweak corrections

Electroweak corrections may be further divided into propagator or vacuum polarisation

corrections, vertex corrections and box corrections.




44 R, and the Standard Model

e Vacuum polarisation corrections
These corrections refer to loops of virtual?® particles in the propagator. The
size of the correction depends on the mass of the particles in the loop. Fig-
ure 2.2 a) shows examples of first order propagator corrections. All vacuum

polarisation corrections are independent of experimental cuts.

e Vertex corrections
These corrections refer to additional contributions to the vertices. They are
independent of experimental cuts, but not independent of the flavour of the
initial or final state fermions. Examples of first order vertex corrections are

shown in Figure 2.2 b).

¢ Box corrections
These corrections refer to contributions in which more than one Z° or W¥ is
exchanged. Before the Z°Z° or W*W ¥ production thresholds their contribu-
tion is negligible. However at LEP2 energies their significance increases up to
approximately 2-3%. These corrections are also independent of experimental

cuts. Examples of box corrections are shown in Figure 2.2 ¢).

The examples shown in Figure 2.2 only show first order corrections. However these
corrections contribute ad infinitum, with each additional vertex contributing a
factor of the coupling constant « less. As « is fairly small, accurate calculations can

be achieved by considering just first and second order corrections.

Radiative corrections

Radiative corrections are QED corrections corresponding to the emission of real
photons from the incoming and outgoing fermions. Also included in this class of
corrections are vertex and box corrections corresponding to the exchange of virtual

photons. Examples of first order radiative corrections are shown in Figure 2.3.

Including first and second order electroweak and radiative corrections allows

accurate predictions for ete™ — ¢q cross-sections to be calculated. These predictions

20A virtual particle is defined as being off the mass shell, in other words does not carry the same
mass as a free or “real” particle.
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Figure 2.2: Examples of vacuum polarisation, vertex and box weak corrections to the process
ete™ — qg at LEP2.
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can be compared to the experimentally determined values, which may then be used

to place limits on new physics.

Figure 2.3: Examples of radiative corrections to the process ete™ — ¢g at LEP2.

2.10 The Electroweak fit

Searches for new physics may essentially be divided into two classes. Direct searches
look for the actual particles hypothesised by the various extensions to the Standard
Model. However, in order for these searches to be successful there must be enough
energy with which to produce the new particles. Indirect searches look for incon-
sistencies between the Standard Model predictions and their experimental measure-

ments.

The Standard Model may be used to predict values for a variety of experimen-
tal observables. However, the theoretical predictions are subject to error because
of the 18 input parameters listed in Section 2.7, values for which must be taken

from experimental measurement. Nevertheless accurate tree level predictions may
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be calculated solely in terms of the three most precisely known parameters: the
electromagnetic coupling constant, the weak coupling constant and the mass of the

7Z° boson.

Beyond tree level it is necessary to account for the masses of the Higgs boson
and the fermions in order to include their contribution to higher order corrections.
Due to the relatively weak force of the electroweak interaction, accurate higher order
corrections may be calculated using perturbation theory. The majority of measure-
ments at LEP have been precise enough to necessitate the inclusion of higher order
corrections in the theoretical predictions. By making fits to experimental results,
constraints can be placed on parameters in the theory such as the Higgs or top quark
masses. In addition, the mutual consistency of observed results gives an indication

of the validity of the predictions.

Any new physics would show up as a discrepancy between the experimental result
and theoretical prediction. An experimental result which can not be accommodated
by the electroweak fit might therefore be evidence of new physics. Such a discrep-
ancy could be the result of a particle, too massive to be produced directly at LEP,
being exchanged in additional higher order or tree-level processes. It is therefore
possible to probe for new physics at energy scales much higher than the energy of

LEP interactions.

The observables typically measured at LEP include the total and partial widths
of the Z° gauge boson, the polarisation of the Z° decay products, left-right?! fermion
asymmetries, forward-backward?? fermion asymmetries and fermion production cross-
sections. In this thesis, a measurement of the cross-section ratio R, is presented,
which may also be included in the electroweak fit and thus used to probe for physics

beyond the Standard Model.

21The left-right asymmetry is defined as the difference in the cross-section of initial left and
right-handed electrons.

22The forward-backward asymmetry is defined as the difference in the angular distributions of
outgoing fermions and anti-fermions.
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2.11 R, and limits on new physics

The branching ratio Ry is a cross-section ratio. Many of the higher order corrections
(such as propagator corrections) are independent of the final state quark flavour
and thus cancel out. However vertex corrections are flavour dependent. Due to its
large mass, a heavy exchange particle involved in a higher order process will prefer-
entially couple to the b quark, rather than the lighter quarks. By proposing heavy
particles within a particular framework for new physics, such as those discussed in

Section 2.8, new predictions for R, may be calculated.

A significant disagreement between the Standard Model prediction and the mea-
sured value of R, would be indicative of new physics. Hypothesising new exchange
particles contributing to additional higher order corrections or tree-level processes
can therefore provide an indication of the validity of particular new physics. However
if the experimental result agrees with the Standard Model prediction then confidence

limits may still be placed on the energy scale at which new physics might be realised.

The new physics that R, has, to date, been used to place limits on are four-
fermion contact interactions and supersymmetry. Contact interactions are expected
to occur if fermions are composite and are mediated by some heavy particle being
exchanged between the incoming and outgoing fermion pairs. Supersymmetry sup-
poses a set of sparticles which could contribute to higher order corrections. Limits on
physics beyond the Standard Model are usually parameterised by an energy scale A,
which can be interpreted as the mass of a new particle, and a coupling strength g for
the strength of the interaction. By varying the energy scale and coupling strength
in the theory, a lower limit on the mass of a new particle can be obtained from a x?

fit of data to theory.

2.12 Summary

This Chapter has presented an outline of the Standard Model theory and its possible
extensions. By making measurements of observables predicted by the Standard

Model, limits on the energy scale of new physics may be derived. In this thesis a
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measurement, of R is presented, which may therefore be used to further constrain

the limits on new physics obtained from previous R, measurements [20].
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Chapter 3

Experimental Apparatus

3.1 Introduction

The ALEPH detector [21] was one of four general purpose particle detectors for the
Large Electron Positron (LEP) collider [22] at the European Organisation for Par-
ticle Physics (CERN). Until the decommissioning of LEP in 2000 to make way for
the construction of the Large Hadron Collider (LHC) [23], it was the world’s largest
particle accelerator. The main purpose of LEP was to study the electroweak sector

of the Standard Model and the W and Z massive vector bosons.

This chapter presents an overview of the LEP accelerator system and the ALEPH
detector. The online Data Acquisition (DAQ), event reconstruction, event simula-

tion and offline computing environment for analysis are also discussed.

3.2 The LEP collider

The LEP machine was an ete™ storage ring, situated in a 26.67 km circumference
tunnel at a depth of 70 to 150 m below the surface. The beam pipe was con-
structed from eight straight sections, linked together by eight curved sections, to
form a nearly circular loop straddling the Swiss-French border near Geneva. Due
to geological reasons, the plane of the ring was at a slight tilt of 1.42 %. The large
scale of LEP was necessary due to the effect of synchrotron radiation. A relativistic

charged particle with energy £ and mass m moving along an arc of radius R will




3.2 The LEP collider 51

radiate energy proportional to E*/m*R. A large radius was therefore necessary to
help compensate for the small electron mass. For a 100 GeV electron at LEP syn-
chrotron radiation resulted in an energy loss of ~3 GeV per orbit, which is ~10'3

times the energy loss for a proton of the same energy.

Electron and positron bunches were accelerated in opposite directions around
the beam pipe at a rate of ~11 KHz, under a vacuum pressure of ~10~° Torr. The
bunches crossed every 22 s at eight interaction points (IPs), situated in the middle
of the straight sections to reduce background from synchrotron radiation. At four
of these interaction points were situated the LEP detectors ALEPH, OPAL [24],
DELPHI [25] and L3 [26]. The bunches were accelerated along the straight sec-
tions by means of radio frequency superconducting cavities at potentials of up to
2,300 MV, and guided around the curved sections by a total of 3,400 dipole bending
magnets. A further 1,900 quadrupole, sextupole and corrector magnets ensured the
beam was contained within the beam pipe, which was elliptical in cross-section and
constructed from aluminium to prevent field distortions. The pipe narrowed at the
interaction points where the beam was focused by superconducting quadrupoles to
ensure a high luminosity (interaction rate). Figure 3.1 shows a schematic view of

the LEP system.

LEP itself was the final stage of a series of particle production and accelerating
machinery. Electrons were initially produced by a pulsed electron gun and acceler-
ated to an energy of 200 MeV by a linear accelerator (LINAC). Positrons were then
produced by colliding some of these electrons with a fixed tungsten target, after
which the LINAC accelerated both the electrons and positrons to 600 MeV. The
particles were then injected into the Electron Positron Accumulator (EPA) where
they were separated into bunches. The bunches remained in the EPA until sufficient
quantities were present for normal luminosity, after which they were injected into
the Proton Synchrotron (PS) and then into the Super Proton Synchrotron (SPS)
at which energies of 20 GeV were achieved. Finally the particles were injected into
the main LEP ring where they were accelerated to normal physics energies. The

bunches then remained stored in the ring, with a typical beam lifetime of up to
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Figure 3.1: An overview of the LEP accelerator.

several hours. A schematic of the LEP injection system is shown in Figure 3.2.

During the LEP1 period from 1989 to 1995, the collider was run at centre of
mass energies around 91.2 GeV, corresponding to the Z boson production peak.
Over four million Z decays were recorded by ALEPH, which allowed rigorous exam-
ination of the Standard Model. The LEP2 period from 1996 saw the collider run at
energies beyond the Z peak up to a centre of mass energy of 209 GeV in 2000, the
last year of operation. Much of the LEP2 phase was concerned with W-pair pro-
duction physics and the search for the Standard Model Higgs Boson. Typical LEP2

luminosities were ~103? cm ™2

s~1, resulting in a total integrated luminosity £ for all
LEP2 data taken by ALEPH of 719.8 pb~'. For detector and physics calibration
purposes, approximately one week of data was also taken each year at the Z peak

prior to running at normal LEP2 energies. The data used in this analysis is shown

in Table 3.1.
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Figure 3.2: The LEP injection system.
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Year Mean Data Data Data used
Energy delivered recorded in this
by LEP by ALEPH analysis
(GeV) (pb™!) (pb7") (pb7)
2000 206.5 142.3 136.7 133.7
204.9 84.2 81.7 81.6
91.2 4.5 4.2 3.8
1999 201.6 44.0 42.1 41.9
199.5 91.1 87.8 86.3
195.5 88.1 82.6 79.9
191.6 30.7 29.0 28.9
91.2 4.2 3.9 3.5
1998 188.6 192.7 177.2 174.2
91.2 3.3 3.1 3.0

Table 3.1: ALEPH integrated luminosities by energy.

3.3 The ALEPH detector

The ALEPH (Apparatus for LEP Physics) detector was situated at Point 4 on the
LEP ring near the village of Echenevex in France. The Point 4 cavern was 143 m
below ground and contained the whole ALEPH detector, centred around the inter-
action point. ALEPH had a length of ~12 m, a similar diameter, an overall mass of

approximately 4,000 tonnes and 700,000 readout channels.

ALEPH was designed to be a general purpose detector, capable of studying all
areas of physics accessible with LEP energies without restricting searches for new
physics. It therefore covered as much of 47 solid angle as possible and consisted of
a series of specialised subdetectors arranged in an onion-like structure, as shown in

Figure 3.3.

The inner 3 subdetectors were the charged particle tracking components con-
sisting of a Silicon Vertex Detector (VDET), the Inner Tracking Chamber (ITC),
and the Time Projection Chamber (TPC). These were encased in a 1.5 Tesla super-
conducting solenoid magnet to allow momentum measurements of charged particles
based on the curvature of their trajectories. Energy measurements were provided

by a highly granular Electromagnetic Calorimeter (ECAL) and an iron Hadronic
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Figure 3.3: The ALEPH detector.

Calorimeter (HCAL), which doubled as a return yolk for the magnet. Finally, the
outer layer was concerned with muon detection. With the exception of neutrinos,
muons were usually the only particles to penetrate this far through the detector.
Neutrinos being very weakly interacting would normally completely escape the whole

detector.

Luminosity measurements were provided by an additional 3 subdetectors (SICAL,
LCAL and BCAL) located close to the beam pipe. A complete description of the
ALEPH detector may be found in [21, 27] and its performance is detailed in [28].

3.3.1 The ALEPH coordinate system

The ALEPH z-axis points along the e~ beam direction and due to the slight tilt
of LEP makes an angle of 3.59 mrad with respect to the horizontal. The z-axis is
horizontal and points towards the centre of LEP. The y-axis is orthogonal to the

z-x plane and therefore points upwards at an angle of 3.59 mrad with respect to the
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vertical. The coordinate system is illustrated in Figure 3.4. When discussing track
or jet directions within ALEPH cylindrical coordinates are mainly used, which are

defined as follows:

r = rcoso
y = rsing
2 =z (3.1)
7 - ~ A
/ \ Y
/AR T T T T B _/
/ \
! T \ p /

Figure 3.4: The ALEPH coordinate system.

3.3.2 The Silicon Vertex Detector

The VDET [29] was a silicon microstrip device designed to allow the high resolution
reconstruction of particle trajectories close to the interaction point. It therefore
played a crucial role in the identification of b and ¢ quark hadrons which, due to
their long lifetimes, may be tagged by the displaced secondary vertices of their de-
cay products. The VDET was upgraded for LEP2 to increase angular coverage and
to improve radiation tolerance. This was primarily to aid the search for the Higgs

Boson, which is predicted to predominantly decay to b quarks if produced at LEP2.
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The VDET extended radially from 6 to 11 cm, constrained by the beam pipe
and the ITC. Tt consisted of two coaxial layers of double sided silicon wafers, with
microstrips parallel and perpendicular to the beam direction for tracking in both
the r-¢ and z directions respectively. An angular coverage of 95 % was achieved
for tracks required to have one VDET hit, and spatial resolutions of 10 to 16 pum
were achieved for tracks with normal incidence to the detector. An illustration of

the VDET is shown in Figure 3.5.
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Figure 3.5: a) Full view of VDET and b) End view showing position of the faces.

3.3.3 The Inner Tracking Chamber

Surrounding the VDET was the ITC [30], a cylindrical drift chamber 2 m long
extending radially out to 29 cm. It consisted of eight concentric layers of drift cells,
960 in total, providing up to eight hit coordinates per track. The hexagonal drift
cells were defined by six field wires held at ground potential, through the middle of
which was strung an anode sense wire (Figure 3.6). A resolution in the r-¢ direction
of 100 to 150 um was achieved for each drift cell by measuring the time taken for
ionising electrons produced by the charged track to drift to the sense wires. A
z coordinate was also provided by measuring the time difference in the arrival of
signals at each end of the sense wires. However the z resolution was low, of the

order of a few centimeters, so the ITC z coordinate was therefore not used in track
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reconstruction.
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Figure 3.6: The ITC drift cell structure.

The ITC also supplied the only tracking information used in the first level trigger.
As the ITC readout time was fast, 2 dimensional r-¢ tracking information was
available to the trigger system within 1 us of a bunch crossing, and 3 dimensional

information available within 2 us.

3.3.4 The Time Projection Chamber

The TPC [31] was the main tracking chamber providing up to 21 three-dimensional
hit coordinates per track. It was cylindrical, extending out to 1.8 m radially and
consisted of a central high-voltage membrane perpendicular to the beam direction

with grounded end-plates. A schematic of the TPC is shown in Figure 3.7.

Ionisation electrons produced by the passage of a charged track through the de-
tector drifted towards the end plates where their positions and arrival times were
detected by 18 multi-wire chambers. Each chamber consisted of cathode pads on
which a signal was induced by anode sense wires. The pads were arranged in 21
concentric circles and each measured 6.2 x 30 mm in the ¢ and r directions respec-
tively. The z coordinate was obtained from the measured drift time in conjunction

with the known drift velocity. The resulting spatial resolutions were 180 pm in the
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Figure 3.7: The Time Projection Chamber.

r-¢ direction and 1 mm in the 2z direction.

Due to the presence of the 1.5 Tesla magnetic field, charged particles followed a
helical trajectory through the TPC. This path projected on to the end-plates formed
an arc from which the track transverse momentum could be derived. Using TPC
information only, the resulting total momentum resolution measured for 45 GeV
muons was

AP _1ax10? (GeV/e)™! (3.2)

p

The magnitude of the sense wire signals was proportional to the energy lost by
ionisation. This energy loss dE /dx is dependent on the velocity, which in conjunction
with the momentum measurement allowed the particle mass to be derived. The
TPC therefore also acted as a particle identification system. Figure 3.8 shows the
measured dE /dx for 40,000 tracks in hadronic Z° decays and the resulting separation

between different particle types
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Figure 3.8: The measured dE/dz for 40,000 tracks in hadronic Z° decays (left) and the resulting
particle identification separations (right). Taken from Reference [28].

3.3.5 The Electromagnetic Calorimeter

The purpose of the ECAL was to measure energy deposits from both charged and
neutral particles. The 4.8 m long barrel and end-caps consisted of 45 layers of
interleaved lead sheets and wire chambers, corresponding to 22 radiation lengths

Xo. A lead-wire layer is illustrated in Figure 3.9.

Particles penetrating a lead layer produced a shower of electron-positron pairs,
causing the anode wires to induce a signal in the cathode pads. The cathode pads
were read out in groups, called towers, shaped so that they projected back to the
nominal interaction point. Each of the 74,000 towers had an angular size of 0.9° x
0.9° providing a high spatial separation between showers for particle identification.
Additionally the towers were segmented into three storeys or stacks, corresponding
to 4Xy, 9Xy and 9X,. This allowed the shower profiles to be studied, further aiding
particle identification. The energy resolution of ECAL was measured as

AE  0.18
= 2 4+0.009 (3.3)

VB

with an angular resolution of

2.5
Agy = —= +0.25 mrad (3.4)

VE

where F is in GeV.
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Figure 3.9: Detail of an ECAL layer.

3.3.6 The Hadron Calorimeter and Muon Chambers

The HCAL measured the energy deposited by hadrons and the trajectories of muons.
It extended radially out to 5 m and consisted of 23 iron layers separated by plastic
streamer tubes. The streamer tubes were coated in graphite and contained eight
wire counter cells of size 9 x 9 mm. Showering in the iron layers caused the anode
wires to induce a signal on cathode pads in the cells which, like the ECAL, were
read out in towers projected back to the interaction point. The energy resolution

measured with pions at normal incidence was

AE  0.84
E  \/E

with F in GeV. Additionally, the HCAL also acted as the return yolk for the magnet

(3.5)

and provided mechanical support for the whole of ALEPH.

The muon chambers consisted of a further two layers of streamer tubes outside
of the HCAL. Muons left a characteristic signal in both Calorimeters, a single trail
of hits with no showering. The two streamer tube layers were separated by 50 cm
and allowed muon exit angles from the detector to be measured with a resolution of

10 - 15 mrad.
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3.3.7 The Luminosity Monitors

The instantaneous luminosity is defined as the ratio of the rate of ete™ — eTe”
events (Bhabha scattering) to the precisely known theoretical cross-section for this
process. The integrated luminosity refers to the ratio of the total number of these
events to the cross-section over a period of time. In this analysis, the integrated

luminosity is used for estimating background contributions.

The Bhabha scattering process is highly dependent on the polar angle with a

cross-section o ~ 0%. As the cross-section is therefore strongly peaked close to the
beam pipe, this was where the three pairs of ALEPH luminosity monitors were
placed. The Luminosity Calorimeter (LCAL) was the main luminosity monitor ex-
tending radially from 10 to 52 cm at +2.62 m from the interaction point, resulting
in a sensitivity down to ~2.6° from the beam direction. The LCAL was a lead-wire
calorimeter of similar construction to the ECAL and Bhabha events were counted
according to characteristic back-to-back energy deposits. The Solid State Luminos-
ity Calorimeter (SICAL) was positioned at +£2.5 m from the IP, extended coverage
down to ~1.4° and consisted of 12 tungsten sheets inter-spaced with silicon detec-
tors. Together the LCAL and SICAL were used to provide integrated luminosity
measurements. However, the event rate for these two monitors was not sufficient to
provide instantaneous luminosity measurements. The Bhabha calorimeter (BCAL)
was situated +7.7 m from the interaction point and consisted of alternating layers
of tungsten and plastic scintillator, and allowed coverage from ~0.3° to ~0.5°. In
this position the event rate was high enough for the BCAL to provide instantaneous

luminosity measurements. However the position of the BCAL was close to LEP

quadrupole focusing magnets making it unsuitable for integrated measurements.

3.4 The Trigger system and Data Acquisition

With bunch crossings every 22 us it was not possible to readout every event. At-
tempting to do so would have resulted in considerable dead time (the time lost to

new events whilst reading out an earlier event) in the detector and posed serious




3.4 The Trigger system and Data Acquisition 63

data storage problems. Additionally, many events were not the result of ete™ inter-
actions but beam interactions with gas in the beam pipe or with collimators close to
the interaction point. The ALEPH solution to filtering out these background events

and minimising dead time was a 3 stage trigger system.

The Level 1 trigger was the first and fastest stage. The decision time was 5 us,
which therefore did not introduce any dead time into the system. This stage made
a yes or no decision based on hit patterns in the I'TC and energy deposition in the
Calorimeters. If the event passed the Level 1 trigger, the Level 2 trigger was then
initiated, which used information from the TPC. The Level 2 decision took ~50 us
and reduced the event rate to ~10 Hz. If the event passed the Level 2 decision, the
full data acquisition (DAQ) process was initiated and the event checked with the
Level 3 trigger. Unlike the hardware based Level 1 and 2 triggers, this stage was
software based and used all the raw digitised data in the event. This final trigger
reduced the event rate to a manageable 1 Hz. The number of background events (i.e
not the result of an ete™ interaction) passing the trigger was negligible, with ~5 %

of ete events lost to dead time and trigger inefficiencies.

Each subdetector took data independently and the DAQ system was responsible
for synchronising these data and building the full event. The Main Trigger Su-
pervisor (MTS) synchronised the readout electronics of each subdetector with the
appropriate bunch crossing. If the Level 2 trigger was passed, the M'TS then initiated
readout from the subdetector front end electronics. These data were then passed to
the subdetector Event Builder (EB), and then onto the Main Event Builder (MEB)
where the data from all the subdetectors were combined. The event was then passed
to the online Main Host computer, where the event was checked by the Level 3 trig-
ger. Events were then stored on a local disk for the duration of the run'. After

the run, all the recorded events were reconstructed and then written to tape for

permanent storage.

L' A run was defined by either the lifetime of the beam or a maximum 600 MB of data.
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3.5 Event reconstruction

Immediately after a run had been completed, the events were fully reconstructed
using the Facility for ALEPH Computing and Networking (FALCON). This was a
dedicated computing resource running the JULIA [32] (Job to Understand LEP In-
teractions at ALEPH) software package, which reconstructed all the raw data in the

event into meaningful parameters useful to physics analysis.

3.5.1 Track reconstruction

Track reconstruction began with the TPC data where radially neighbouring hits
were joined together to form track segments. Track segments were then connected
together according to a helix hypothesis. The TPC track was then extrapolated
into the I'TC and VDET where hits consistent with the extrapolated track were
added to form the final complete track. The final track fit was based on the Kalman
filter [33], which takes into account hit coordinate errors, scattering and energy
loss as particles pass through the detector. Studies using simulated data (Monte
Carlo) indicated that tracks with at least 4 hits in the TPC were reconstructed
with a 98.6 % efficiency. The small inefficiency was due largely to track overlaps
and cracks in the detector, and was reproduced in the Monte Carlo to better than
0.1 %. With all the information from the VDET, ITC and TPC, the overall track
momentum resolution was measured as

% =0.6x 107 (GeV/c)™' (3.6)
for 45 GeV muons.

3.5.2 Energy Flow

The purpose of the Energy Flow algorithm was to reconstruct charged and neutral
particles in an event, known as “energy flow” objects. Additionally, the overall event
energy resolution was improved by combining all available tracking and calorimetry
information. This algorithm only used tracks which had at least 4 TPC hits, and
originated from within a cylinder 20 cm long and of 2 cm radius, centred on the

interaction point. This rejected tracks from secondary decays or interactions, such




3.6 Event simulation 65

as the V? vertex v — eTe™, with an absence of hits in the ITC providing a secondary

vertex cross-check.

A cleaning procedure was first applied to identify fake energy deposits in the
calorimeters from noisy channels. Charged tracks were then extrapolated into the
calorimeters and associated with energy deposits to form charged calorimeter ob-
jects. Electrons, muons, pions, kaons and protons were identified from TPC dE/dz
measurements, the ECAL shower shape and energy deposits in the HCAL. Any
unidentified charged objects were treated as pions. The energy of these charged
objects was then calculated from their mass and momenta, which was subtracted
from the calorimeter energy deposits. The remaining energy was then assumed to
be from neutral particles, with the shower shapes being used to identify photons and
neutral pions, and everything else being taken to be neutral hadrons. Any neutrino

energy was inferred from missing energy in the event.

The energy flow algorithm resulted in an object energy resolution parameterised

as

AFE 0.6 0.6

—=|—=+—=1 (1 20 3.7
z |:\/E+E,](+COS) (3.7)
where F is in GeV and 6 is the object polar angle, with an overall event energy
resolution of ~7 %. A complete list of all the reconstructed energy flow objects was

made available for subsequent physics analysis.

3.6 Event simulation

Critical to many particle physics analyses is the use of simulated data, which is
known as Monte Carlo. Monte Carlo events are used to estimate a variety of param-
eters in data, such as background components, detector acceptances and selection
efficiencies, as well as allowing for checks and optimisations to be made at all stages
of an analysis. As Monte Carlo therefore often plays a central role in an analysis,
it is crucial that the simulated events reproduce the real data to a high degree of

accuracy.
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The simulation of events for ALEPH was a three stage process. First an event
generator simulated ete™ interactions according to Standard Model production and
decay processes. The second stage then modelled the interaction of the resulting
particles with the detector. Finally, the event was reconstructed in exactly the
same way as real data events. The only difference between Monte Carlo and data
events was that the Monte Carlo contained all the “truth” information regarding

the underlying physics processes.

3.6.1 Event generators

Event generation is typically performed in two stages. First, the ete™ interaction
and production of the final state partons or bosons is simulated. This stage can be
modelled very accurately using electroweak theory and includes any initial or final
state radiation effects. The second stage is then concerned with the hadronisation
of the event. Parton showering is modelled relatively accurately using perturba-
tive QCD calculations. However, the fragmentation of coloured partons into colour
singlet hadrons is a non-perturbative process and so cannot be calculated. A phe-
nomenological approach is therefore used, with all the Monte Carlos discussed here
simulating fragmentation according to the Lund model [34]. The output of the
hadronisation program is a set of long lived particles which may be seen in the de-
tector. Any particle decays (secondary vertices) are generally not modelled by the
event generators, but by the detector interaction stage. The Monte Carlo samples

used for this analysis were as follows:

e KK2F was used for efe™ — ¢g events. This Monte Carlo used the KK [35]
generator for simulating di-quark production, which was interfaced with the
new PYTHIA ? [36] program to perform the hadronisation. KK2F offers several
improvements over the KORALZ [37] Monte Carlo used for earlier measurements,

the most important being the inclusion of initial-final state QED interference.

e KRLWO3 was used for ete™ — WTW = events. This Monte Carlo used the
KORALW [38] generator to simulate both the W*W ™~ production and event

2 The new PYTHIA program (version 6.1) is a merged version of the PYTHIA v 5.7 [34] generator
and the hadronisation program JETSET v 7.4. [34]
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hadronisation for the three charged current (CC03) production processes. Feyn-

man diagrams for the CC03 processes are shown in Figure 3.10.

et W+ et W+

Ve

e~ W-

Figure 3.10: The CC03 diagrams of WW production. The top two diagrams are the annihilation
diagrams while the third is the exchange diagram.

e PYTHO5 was used for ete™ — 7970 events. This Monte Carlo used the PYTHIA

generator to simulate both the Z°Z° production and event hadronisation.

e HVFLO5 was used for calibration studies at the Z° peak. This Monte Carlo
used the DYMU2 [39] generator to simulate ete™ — ¢g interactions and PYTHIA

to model the event hadronisation.

Separate Monte Carlo samples were used for each energy point, with the sample
sizes for each energy listed in Table 3.2. The Monte Carlo samples used for Z°

calibration studies are shown in Table 3.3.

3.6.2 Detector interaction and event reconstruction

The interaction of a Monte Carlo event with the detector was performed using the
ALEPH program GALEPH [40]. This used GEANT3 [41] to simulate the interaction of
the particles with the matter of the detector, and then modelled the response of the
detector to those interactions. The output was raw hit information which was then

reconstructed in exactly the same way as real data events using the JULIA program,
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B Number of events (x 10?)
nergy

KRLWO3 | PYTHO5 KK2F
189 GeV 500 200 2,000
192 GeV 100 200 2,000
196 GeV 100 200 2,000
200 GeV 300 200 2,000
202 GeV 100 200 2,000
205 GeV 100 200 2,000
207 GeV 500 200 2,000

Table 3.2: The Monte Carlo sample sizes used for each energy

Number of HVFL05
Year 3
events (x 10%)
1998 150
1999 500
2000 150

Table 3.3: HVFLO5 sample sizes by year.

as discussed in Section 3.5. The resulting Monte Carlo events were then written to
tape for use in physics analyses. In order to minimise statistical uncertainties in the
Monte Carlo, the quantity of Monte Carlo used in an analysis is as large as possible.
For the analysis presented in this thesis approximately 102 - 10® times the number

of data events were used for Monte Carlo studies.

3.7 Offline analysis framework

The ALEPH Physics Analysis (ALPHA) [42] program was a software framework de-
signed to facilitate the writing of analysis code in FORTRAN77. The analysis code
for processing events was written within the ALPHA framework, which provided the

following functionality:

e Interface to data and Monte Carlo events stored on tape.

e Simple access to reconstructed event variables, such as track momentum and

vertices, as well as all the truth information for Monte Carlo events.

e A comprehensive set of utility subroutines commonly required for physics anal-

yses, such as event shape and jet clustering algorithms.




3.7 Offline analysis framework 69

e A histogramming package for outputting results.

ALPHA therefore provided an excellent environment for analysis at ALEPH, and was

used extensively for the analysis presented in this thesis.
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Chapter 4

Event selection and the evaluation

of Iy

4.1 Introduction

This measurement of R, was based on a two stage event selection process. First
ete” — ¢q (hadronic) events were selected from all available data at a given LEP2
energy. The resulting event sample is referred to in this analysis as the event
preselection. From this preselection the ete~ — bb content was then identified,
a process known as b-tagging. The resulting event sample is referred to as the event
selection. The preselection and selection samples, in conjunction with backgrounds

estimated from Monte Carlo, are then used to calculate a value for Ry.

This chapter presents a detailed description of the hadronic preselection and the
b-tagging. The calculation of R, from both event (single) and hemisphere (double)
tagging, including the estimation of backgrounds from the Monte Carlo, is then
discussed. First however jet clustering and primary vertex finding are described as

they are important for both the event preselection and selection.

4.2 Jet clustering and Primary Vertex finding

The primary purpose of jet clustering is to reproduce the directions and energies of
the final state partons in an event. The clustering procedure begins by considering

each charged track and neutral energy deposit to be a pseudo-jet. These are then
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combined in pairs until a specified threshold is reached. This analysis used the
JADE [43] clustering algorithm, which for a pair of pseudo-jets i and j defines the

test variable y;; as:

2E;E; (1 —cos (65))
Yij = E2

vis

(4.1)

where E; is the energy of pseudo-jet i, Ey;s is the visible energy for the event, and 6;;
is the angle subtended between 7 and j, with the numerator being the invariant mass
squared of the two objects. This test variable is then calculated for all possible pair
combinations. If the lowest y;; value does not exceed the specified threshold value
Yeut, that pair is combined by summing their 4-momenta to create a new pseudo-jet.
The process is then repeated, discarding the pairs used to create new pseudo-jets,
until the lowest y;; value exceeds yc,. The remaining pseudo-jets are then declared
as jets. The value of y.,; therefore determines the number of jets clustered, with a
low value resulting in a high number of jets, and a high value a low number of jets.
By not having a fixed y.,; value, it is also possible to cluster events into a specified

number of jets.

For accuracy, the primary vertex is calculated separately for each event. The
ALEPH primary vertex finder uses both jets and individual track information, in
conjunction with the beam spot from LEP. A detailed description of the method
may be found in [44].

4.3 Data Quality

The performance of the ALEPH detector and subdetectors was not uniform for all
data taking, and as a result not all the data recorded by ALEPH during 1998 -
2000 is used in this analysis. The data taken in each run were assigned quality flags

defined as follows:
e LX - Integrated and instantaneous luminosity measurement.
e TR - Tracking resolution, momentum and charge measurement.

e EF - Energy measurement.
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e DX - Particle identification.

The value of these flags was determined manually for each run depending on the
performance of the associated subdetectors. If there were no observed faults in the
hardware or data acquisition, the flags were assigned a “PERFECT” value. If however
there was a problem during a run that might have had an effect on physics analyses,
the appropriate flags were set to “MAYBE”. Occasionally a major problem in a run
would result in bad or unreliable data, for which the flags were set to “DUCK”. The
use of data in runs with MAYBE flags depended on what the problems were during
that run and whether it would have an effect on a particular analysis. The majority

of runs were assigned PERFECT flags.

For consistency with the rest of the ALEPH collaboration, so that the data used
in all analyses was the same, this analysis used data that conformed to the W+~
physics group data selection criteria [45]. This was simply defined as runs where all
the flags were MAYBE or PERFECT, which resulted in the rejection of approximately
1 -2 % of the available data as shown in Table 3.1.

4.4 Selection methodology

Events that you wish to select are known as signal events, whilst any non-signal
events are known as background events. Events were therefore selected according to
various predefined criteria designed to select signal events whilst suppressing back-
ground events. These criteria are known as selection cuts, each of which was defined
as the value of some event parameter. Each selection cut was applied in turn, with

events failing the cut removed from the sample.

As the value of a particular event parameter is usually distributed over some
range for all events, the choice of value for a selection cut is necessarily a trade off
between the efficiency of signal selection and the amount of background selected
(purity). In order to retain a reasonable number of signal events and thus max-
imise statistics, it was therefore necessary to account for background passing the

selection cuts. All background components in both the data preselection and data
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selection were estimated from the Monte Carlo. The calculation of the background

contributions in the selected data samples is discussed in Section 4.6.5.

4.5 The hadronic preselection

The first stage in the measurement of R, was obtaining the hadronic preselection.
At the LEP2 energies from 189 - 207 GeV there are various non-hadronic back-
grounds to suppress. This included eTe™ — Il (leptonic) events, where the leptons
maybe electrons, muons or taus, and W-pair (W+W ™) and Z-pair (Z°Z°) produc-
tion events. An additional source of background at energies above the Z° peak is
radiative events, where the interaction energy is at a lower energy than the centre of
mass energy due to initial state radiation. Checks must also be made on the event
quality to ensure that the event has been reconstructed accurately. The cuts made

to suppress these background events are as follows:

e The first selection cut is to suppress radiative return events. The cross-section
for the production of a real Z° as propagator in e*e™ annihilation is large
compared to the production of a virtual Z° or v* propagator at higher energies.
Thus one or both of the interacting leptons may radiate a hard photon such
that the interaction energy tends towards that of the Z° mass. According to
Monte Carlo, these initial state radiation (ISR) events account for ~75 % of all
hadronic events at 189 - 207 GeV. In order to suppress radiative events, this
analysis uses an exclusive selection. This is defined as events which satisfy
the cut \/% > 0.9, where s is the square of the centre of mass energy, and s’
is the square of the mass of the Z°/~* propagator. Events passing this cut are
referred to as non-radiative events. When only one ISR photon is present, a

good approximation to s’ is [3]

. s%n 6, + s?n 6y — |s%n (61 + 62)| s (1.2)
sin @ + sin 0y + |sin (0; + 65)|

where 6, and 5 are the angles of the final state fermions measured with respect
to the incoming e~, or with respect to the direction of an ISR photon if seen
in the detector. An ISR photon in the detector may be identified by the pres-

ence of a large amount of isolated electromagnetic energy. However, the ISR
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photon often passes undetected down the beam pipe. In order to determine
the directions of the outgoing fermions, the event (minus any identified ISR
photons) is clustered into two jets. The jet axes are then taken to approximate

the directions of the final-state fermions.

Events must fulfil the “CLASS16” criteria. This classification was originally
developed to select hadronic events at LEP1, but is equally valid for energies
beyond the Z° peak. Events must have at least seven good charged tracks,
with the total energy of all charged tracks at least 10 % of the centre of mass
energy. A good track is defined as having a minimum 4 hits in the TPC, a polar
angle 0 satisfying |cos f| < 0.95, originating from within a cylinder of radius 2
cm and length 10 cm centred on the interaction point. These requirements will
remove any leptonic events and events not the result of an eTe™ interaction.
The latter includes cosmic ray events and interactions with gas in the beam
pipe or the beam pipe itself. Additionally, a hardware and DAQ error check is
performed, as the total integrated data luminosity does not include any events

where errors of this nature were flagged.

As a further precaution against including any radiative events, the visible mass
of the event must be at least 70 % of the centre of mass energy. The visible
mass is defined as the invariant mass of all observed energy objects in the

event which is given by:

M=

My = (E* —p?) (4.3)

where ' and p are the total energy and total 3-momentum respectively for all

observed energy objects in the event.

An additional source of background in this analysis are W-pair and Z-pair
production events. However these events may be efficiently suppressed by
requiring the event thrust 7" > 0.85. The thrust is defined as the sum of the
lengths of the longitudinal momenta of the energy objects in the event relative
to the axis n which minimises this sum:

sz\i In.p,|
= S by (4.4)
Zi:1|pi|
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where N is the number of energy flow objects and p, is the momentum of en-
ergy flow object i. T will lie between 0.5 and 1., with T' ~ 0.5 for an isotropic
event and T ~ 1.0 for a dijet event. Thus W+W~ and Z°Z° events are ex-

pected to generally have lower thrust values than ¢g events.

From Monte Carlo, this cut of T > 0.85 rejects ~78 % of W+W = and Z°Z°
events, whilst rejecting only ~8 % of hadronic events. The thrust distributions

for hadronic, W-pair and Z-pair events in Monte Carlo and for all data at

189 GeV are shown in Figure 4.1.
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Figure 4.1: Thrust distributions for hadronic, W-pair and Z-pair events in Monte Carlo and for
all data at 189 GeV, showing the selection cut used in this analysis.

e A final cut is made on the directions of the two jets clustered for estimating the
final-state parton directions. In order to ensure that the event is adequately
contained within the VDET acceptance, any events where the polar direction 6
of one or both of the jets satisfies |cos @ > 0.9 is discarded. This is important
as this analysis relies heavily on the track resolution afforded by the VDET.
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All remaining events after these cuts constitute the preselection. Monte Carlo indi-
cates that the preselection samples obtained in this analysis are ~89 % non-radiative
hadronic, ~3 % radiative hadronic, with the remaining events being W+W~ and

7Z°79 background.

4.6 The b-tag

Having obtained the hadronic preselection, the ete™ — bb content (B events) must
then be identified. There are many ways of identifying B events, which fall into the

following general categories:

e High lepton transverse momentum. This was the first b-tag used at LEP,
based on identifying electrons or muons from the semi-leptonic decays of B
hadrons [46]. However the branching ratio for the B hadron decay to leptons
is low at ~20 %, resulting in a low selection efficiency and consequently a poor

statistical resolution.

e Event shape variables. Due to the large b quark mass and hard fragmentation,
bb events may be selected according to event shapes such as thrust or spheric-
ity [47]. However the discriminating power of these tags is low such that they
are usually only used in conjunction with other tags in neural networks. A
heavy reliance on Monte Carlo also results in systematic effects which can be

hard to quantify.

e The long lifetime of B hadrons. These tags are the most powerful discriminants
and either rely on the dedicated reconstruction of secondary vertices, or simply
on the impact parameters' of charged tracks. ALEPH is particularly suited to
these tags as the VDET provides a very high tracking resolution close to the
primary vertex. An additional advantage of lifetime tags is that in principle

all bb events may be tagged, and hence the sample size maximised.

In order to maximise statistics and fully take advantage of the ALEPH tracking

resolution, this analysis used a single tag based on the large impact parameters of

!The impact parameter is defined in Section 4.6.1.
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tracks from secondary vertices [48]. A combined tag or neural network was not used
as the increase in tagging performance is small and not justified with respect to the

low data statistics available.

4.6.1 The signed impact parameter significance

If charged tracks in ALEPH were straight then the 3 dimensional impact parameter
would simply be defined as the distance of closest approach between the the track
and the primary vertex. However because of the magnetic field in ALEPH charged
tracks are helical in nature, resulting in a more complex definition. Referring to
Figure 4.2, the point S, refers to the distance of closest approach D between the
track and the jet axis. A tangent to the helix at this point is then calculated, and
the impact parameter 0 taken to be the distance of closest approach between the

tangent and the primary vertex.

This impact parameter may then be signed positive or negative, according to the
orientation of the impact parameter with respect to the jet axis. For each jet, the
event is divided into two hemispheres by a plane which passes through the interaction
point perpendicular to the jet axis. An impact parameter which falls within the same
hemisphere as the jet and is thus orientated in the same direction as the jet axis
is signed positive. Impact parameters falling in the opposite hemisphere are signed
negative. Tracks with positive impact parameters are said to pass upstream of
the primary vertex, and those with negative impact parameters downstream of the
primary vertex. If the jet axis accurately reproduces the direction of the original B
hadron, then all tracks from a secondary (decay) vertex will pass upstream of the
primary vertex, as the decay point of the B hadron must lie along its flight path.

All tracks from secondary vertices will therefore be positively signed.

Impact parameters however suffer from a statistical uncertainty due to the errors
in the track fitting and primary vertex reconstruction. This uncertainty is dependent
on track momentum, track direction and the number of hits in the tracking system.

In order that impact parameter information for all tracks in an event may be treated
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Jet axis

Primary
Vertex

Figure 4.2: Graphical illustration of the impact parameter.

uniformly, the impact parameter significance is defined as

g=2 (4.5)

05

where o is the statistical error on the impact parameter magnitude ¢.

For events containing no secondary vertices, the errors introduced in the track
and primary vertex reconstruction result in an equally distributed number of positive
and negative impact parameter significances. As lifetime contributes only to the
number of positive impact parameter significances, a fit I (|S|) to the negative half
of the distribution thus provides a measure of the impact parameter resolution of
ALEPH. This function comprises a central Gaussian component and an exponential
component to fit the tail of the distribution [48]. The effect of the presence of lifetime

on the impact parameter distributions is shown in Figure 4.3.
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Figure 4.3: Impact parameter significance distributions for 1999 Z Monte Carlo. Plot b) includes
tracks from b events, whilst plot a) does not.

4.6.2 The impact parameter b-tag

With the ALEPH impact parameter resolution function I (|S]), the confidence level

Pr that a track originated from the primary vertex is defined as [1]
Pr = / 2I(]S))dS (4.6)
s

Hemispheres are defined by dividing an event into two halves by a plane perpen-
dicular to the thrust axis passing through the primary vertex. A confidence level

Pjur that a jet, hemisphere or event with N tracks has lifetime is then given by

Prap =[] Pr x Z_ ((—lnH PTk)j/j!) (4.7)

where Pr, is the confidence level for track k£ from the total NV tracks. This results in
a flat distribution for jets, hemispheres or events containing no long-lived particles,
but as shown in Figure 4.4 is strongly peaked near zero for those containing lifetime.
Defining the b-tag as the negative logarithm of this probability, jets, hemispheres
or events containing lifetime may then be selected by cutting on some value of the
b-tag. The choice of value to cut on (the selection cut) is discussed in Section 4.7.

Jets, hemispheres or events remaining after the cut on the b-tag are referred to as
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having been tagged and constitute the jet, hemisphere or event selections. Figure 4.5
shows the number of events selected (tagged) as a function of the event tag for 1999
Z Monte Carlo. The corresponding B selection efficiencies and purities are shown

in Figure 4.6.

g 5L 1999 7 MC | &5 1999 7MC | £ ,550 1999 7 MC
= B =z B =z B
B uds B C B b
104 104 0%
- (EENNUIVERSSS - -
107 107 107
107 = 107 107
10 ¢ 10 & 10 &
w 7\ L1 1 L1 ‘ | | 7\ L1 L1 ‘ L1 /‘ 7\ L1 L1 ‘ L1
-05 0 0.5 1 -05 0 0.5 1 ~05 0 0.5 1
|:)event |Deverﬂt |Dever‘ﬂc

Figure 4.4: Event probability distributions for 1999 Z Monte Carlo. Note the presence of the
high peak for event probabilities near zero for the beauty (b) quarks compared to the light (uds)
and charm (¢) quarks.

4.6.3 The b-tag algorithm

The calculation of jet, hemisphere and event probabilities was performed using the
ALEPH algorithm QIPBTAG [48]. The algorithm begins with jet clustering. The stan-
dard ALEPH clustering threshold of y.,; = 0.01 was used in this analysis, resulting
in two to four jets for the majority of events. The jets are then momentum ordered,
with the highest momentum ordered first. If no jets are clustered the event is dis-

carded. However this very rarely happens and in fact never occurred in this analysis.

The event thrust axis and primary vertex were then calculated in order to divide
the event into hemispheres. This is followed by track selection, as QIPBTAG only
uses well reconstructed tracks. Each charged track is assigned an ALEPH track

type from 1 - 9, as defined in Table 4.1. Tracks not fulfilling any of these criteria are
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Figure 4.5: The number of events remaining (tagged) as a function of the cut on the negative
logarithm of the event probability for 1999 Z Monte Carlo. The separate contributions from the
light (uds), charm (¢) and beauty (b) quarks are shown.
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Figure 4.6: The B efficiency and B purity as function of the event b-tag in 1999 Z Monte Carlo.
Due to the high Monte Carlo statistics available the statistical errors are negligible.
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Track type | Definition
Type 1 2 VDET space point hits
Type 2 1 VDET space point hit, expect only 1
Type 3 VO track
Type 4 1 VDET space point hit, expect 2
Type 5 Lots of ITC hits, no VDET hits, expect 0 VDET hits
Type 6 Lots of I'TC hits, no VDET hits, expect some VDET hits
Type 7 1 r-¢ or z hit in the ITC, expect 1
Type 8 1 r-¢ or z hit, in the ITC, expect 2
Type 9 2 r-¢ or z hits in the VDET

Table 4.1: The ALEPH track type definitions.

defined as type 0 and along with type 3 tracks are discarded from the calculation.
Selected tracks are then assigned to their jets, with tracks in 5 ordered jets or
below also being discarded. Finally the jet, hemisphere and event probabilities are

calculated as described in the Section 4.6.2.

4.6.4 The calculation of R, using an event tag

Taking into account backgrounds, R;, at LEP2 using an event tag is defined as

Nsel - Bsel 1.
Ry=—""—/¥—"x— 4.8
’ Npre - Bpre € ( )

where Ny is the number of events selected (tagged) in data and Ny is the number
of events in the data preselection. The number of background events in the data
selection and preselection are given by Bg and B, respectively, which are both
estimated from the Monte Carlo. The B selection efficiency ¢, is also taken from

the Monte Carlo.

The selection background is defined as all non-B content plus any radiative

hadronic events passing the selection cut:
Bl = Blsieéilsc + BS\SI + B:el + Blsigscb rad (49)

where B¢ is the number of non-radiative udsc events, B and B are the number

of WHW~ and Z°Z° events respectively, and B¢, .., is the number of radiative
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hadronic events, all of which are estimated from the Monte Carlo.

The preselection background is defined as any non-hadronic and radiative events
in the preselection:

Bpre = vaifre + B;)re + BS;Zcb rad (410)

where B BP and BP¢ . . are the number of WHW =, Z°Z% and radiative

hadronic events respectively in the data preselection, estimated from Monte Carlo.

The B event selection efficiency is also estimated from Monte Carlo and is defined

as:
sel
N b

= —= 4.11
Né)re ( )

€

where N is he number of non-radiative B events passing the selection cut, and

NP™ is the number of non-radiative B events in the preselection.

4.6.5 Calculation of backgrounds

The estimated luminosity normalised number of non-radiative background events
present, in the data preselection or selection for a background component B is cal-
culated according to:

B =L x 0 x e (4.12)

where L is the total data integrated luminosity and o is the Standard Model cross-

section for the background B. Taken from Monte Carlo are the preselection efficiency

1

€P™ and the selection efficiency €. In the case of estimating a preselection back-

ground, the selection efficiency €% = 1.

The non-radiative preselection efficiency for a background B is given by:

Bpre
pre _
e = o (4.13)

where BP™ is the number of non-radiative preselected events after all preselection
cuts and B°"# is the original number of non-radiative Monte Carlo events. This lat-

ter number was found by first removing all events B* <%? with s’ < 0.9 according to
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the Monte Carlo truth information, leaving a sample of purely non-radiative events.
A value for s’ was then calculated for these non-radiative events as described in Sec-
tion 4.5. Events with reconstructed s’ < 0.9 were then removed from the sample so
that B8 events remained. The rest of the preselection cuts described in Section 4.5

were then applied in turn, resulting in the preselection sample BP™.

The non-radiative selection efficiency €' is defined as:

Bsel
e = T (4.14)

where B! is the number of tagged events from the preselection BP'.

The number of background radiative hadronic events was approximated as:

Bpre
Biaa = B x BT} (4.15)

where BYY is the number of radiative hadronic events in the preselection. This was
found by taking the sample of events B* <% and treating them in exactly the same
way as the non-radiative events. A value for s’ was calculated for each event, and

events with reconstructed s’ < 0.9 removed from the radiative sample. The rest of

the preselection cuts were then applied, resulting in a radiative preselection sample

Bpre

rad-

4.6.6 The calculation of R, using a hemisphere tag

For the double tag method exactly the same preselected event sample is used as for
the event tag. Each event in the preselected sample is divided into two hemispheres
by the plane passing through the primary vertex orthogonal to the thrust axis. The
b-tag is then calculated for each hemisphere as described in Section 4.6.2. For a
given selection cut on the b-tag the number of individual hemispheres selected in
data, f;, is given by:

f _ Rbi + Rcec + (1 - Rb - Rc) €uds + NWGW + Nzez + quadeqrad
(N/Nq) N

(4.16)

where N is the number of hemispheres in the data preselection. Ny, N, and Ngraq

are the number of W*W =, Z°Z° and radiative hadronic hemispheres respectively in
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the data preselection, which are estimated from Monte Carlo. The uds, ¢, WTW
Z°Z" and radiative hadronic hemisphere selection efficiencies €,qs, €., €w, €, and
€qrad are also estimated from Monte Carlo. The charm branching ratio value R,
is taken as the Standard Model prediction. The number of non-radiative hadronic

hemispheres IV, in the preselection is defined as:
Ny = N—Ny—N,— Nqraa - (4.17)

The number of preselected hemispheres is simply twice the number of events in the
preselection. The hemisphere selection efficiency for a component X is defined as

Ny
= 2 4.18
€x Ng)(re ( )

where N$! is the number of hemispheres tagged and N the number of preselected

hemispheres.

The fraction of events in data with both hemispheres tagged, fq, is given by

_ Rbez (1 + pb) + RCG?} + (1 - Rb - RC) 6121ds + N‘?VE%V + Nzeeg + Ngradegrad

Ja (Ve /Ne) G (4.19)

where N¢ is the number of preselected events in data. Ng, N7 and Ng, ., are
obtained from Monte Carlo and are the estimated number of W*W ~, Z°Z° and
radiative hadronic events respectively in the data preselection. Due to correlations
in the B hemisphere tagging efficiency, the probability of tagging both hemispheres
in a B event is not exactly €7. This is taken into account by the factor py, which is
defined as

d 2

€, — €
pp = 22> (4.20)
€

where €, is the B hemisphere tagging efficiency and € is the efficiency for tagging
both hemispheres in a B event, both of which are estimated from the Monte Carlo.
Reasons for this correlation in the B hemisphere tagging efficiency are discussed in
Section 4.6.7. The number of non-radiative hadronic events IV, in the preselection
is defined as:

N¢ = N®—N& — N°—N°_. . (4.21)

q qrad

The derivation of Equations 4.16 and 4.19 is given in Appendix A. These equations

may then be solved simultaneously for ¢, and Ry, which is also shown in Appendix A.
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4.6.7 Hemisphere correlations

Due to correlations in the efficiency of tagging both hemispheres in an event, the
probability of tagging both hemispheres in a B event is not exactly e;. This is due

to the following reasons:

e The geometrical acceptance of ALEPH. Due to the conservation of momen-
tum, the majority of B jets are back-to-back. Thus if one jet falls in a region
of poor detector acceptance, then it is likely that the other will as well. Since
the b-tagging probability is therefore reduced in both hemispheres, a positive
correlation in the tagging efficiencies between the two hemispheres is intro-

duced.

e The effect of hard and soft gluon radiation. The radiation of a soft gluon will
reduce the momentum of B jets, resulting in greater multiple scattering of
tracks. This results in lower track resolutions and therefore a positive correla-
tion. Conversely, in about 2 % of events, a hard gluon is emitted, which may
result in both B jets being in the same hemisphere. The event is therefore very
likely to tag in one hemisphere, and not in the other, introducing a negative

correlation.

e A shared primary vertex between hemispheres. If tracks from both hemi-
spheres are used in the reconstruction of the primary vertex, then tracks from
a long lived B hadron in one hemisphere will increase the reconstruction er-
ror. This will result in decreased impact parameter significances in the other
hemisphere, thus reducing the tagging probability and introducing a negative

correlation.

In principle this tagging correlation also applies to the non-B content. However due
to the suppression of the non-B content by the tag, such corrections were found to

be negligible.

4.6.8 Event and hemisphere tag comparison

The principle difference between the two tagging methods is that the hemisphere

tag allows the B efficiency ¢, to be measured from data, whilst the event tag relies
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on an estimation from Monte Carlo. The hemisphere tag is therefore a more reliable
method, although it suffers from a poorer statistical resolution as both R, and ¢,
are being measured from the data. However, in using Monte Carlo to estimate ¢,

the event tag suffers from an additional source of systematic error.

The measurement of R, at LEP1 [1] where very high statistics were available
(nearly four million hadronic events) was therefore made with a hemisphere tag.
Even with the poorer statistical resolution, systematic errors dominated. However,
previous measurements at LEP2 have all been made with an event tag [20], as typ-

ically only a few hundred hadronic events were available at each energy point.

The total statistics available at 189 - 207 GeV made the use of the hemisphere
tag plausible. In this analysis both the event and hemisphere tags were therefore
used to measure R,. As described in Section 7?7 and Chapter 8 the hemisphere tag
was used to calibrate the event tag, thus utilising the reliability of the hemisphere

tag whilst capitalising on the higher statistical resolution afforded by the event tag.

4.7 The selection cut

Due to low statistics, earlier measurements of R, at lower LEP2 energies have only
ever been made using an event tag. For these measurements, the selection cut was
chosen to be the point at which the statistical significance of the signal (bb events)

was maximised, according to Monte Carlo.

The statistical significance of a signal is defined as the number of sigma (standard
deviations) the signal is away from the background. For any data count N with
background B the signal, S, is N — B. The error on B is v/B, so that the statistical
significance o of the signal S is given by:

N-B S
o5 = 75 = 75
Figure 4.7 shows S/v/B as a function of the event b-tag for 200 GeV Monte Carlo.

(4.22)
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In principle this method may also be used for selecting a hemisphere cut value.
However, measurements of R, using a hemisphere tag at LEP2 suffer from a larger
statistical uncertainty than the event tag method. It was therefore decided to adopt
a policy of error minimisation when choosing the selection cut, for both the event
tag and hemisphere tag methods. The selection cut chosen for each method is then
the cut value at which the total fractional error on R, is minimised. This is also

the method by which the selection cut was chosen for the LEP1 measurement.

o
q.\\H‘\H\‘HH‘HH‘HH‘HH‘HH‘HH

1 5 3 4 5 6 7 8 9 10
Cut on —10G;10(Pevent)

@] AARRRERN

Figure 4.7: Signal statistical significance as a function of the b-tag from Monte Carlo, showing a
maximum at a cut of 4.5.

4.8 The hadronic preselection efficiency correc-
tion

As events or hemispheres were selected from a preselected sample of hadronic events,

the quantity actually being measured is given by

pre
Rpre _ N b
b T pre
Nq

(4.23)

where N is the number of B events or hemispheres in the non-radiative hadronic

preselection NP™. As described in Section 4.3 the preselection cuts remove ~8 % of
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hadronic events. Taking into account hadronic preselection efficiencies, Ry is given

by

epre Ngre epre

Ry = = x = 4o x R 4.24
b 6Ere N([l)re 6Ere b ( )

where )" and b are the B preselection efficiency and overall hadronic preselection
efficiency respectively. This correction for the preselection efficiencies results in an
adjustment to R of ~0.5 %, which is small compared to the uncertainty due to

statistics for both the event and hemisphere tags.

4.9 Evaluation of statistical errors

The evaluation of R, involves the selection of events (hemispheres) from some origi-
nal event (hemisphere) sample. As such the errors on Ry are described by binomial
statistics. If Ny events (hemispheres) are selected from a preselection sample of

Npre events (hemispheres) then the statistical error oy, on Ny is given by:

Ny \ 1?2
ONger — |:Nse1 (1_ N 1>:| (425)
pre

for which a proof may be found in reference [49]. Likewise the statistical error oy,

on the number of events (hemispheres) in the preselection sample is given by:

1
Npre \ |2
o = (1 2] am
orig

where Noyig is the number of exclusive events (hemispheres) in data before any

preselection cuts. The resulting statistical error on R, was then calculated according

to standard error propagation.
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Chapter 5

Performance of the b-tag

5.1 Introduction

As previously discussed, the measurement of R, using an event tag relies on Monte
Carlo to estimate the B selection efficiency. It was therefore important to validate

the B physics modelling in the Monte Carlo and the performance of the b-tag.

This chapter describes how the b-tagging performance was evaluated using Z°
calibration data and semi-leptonic W*WW~ LEP2 data. Measurements of R, and im-
pact parameter significance distributions at the Z° peak motivated an investigation
into tracking differences between data and Monte Carlo. The B selection efficiency
modelling in Monte Carlo was then investigated by comparing the hemisphere selec-
tion efficiencies in data and Monte Carlo. Finally the tagging of udsc background

was checked using hadronic jets in semi-leptonic W~ events.

5.2 Evaluation of the b-tag using Z° data

Impact parameters are a function of transverse momentum and interaction energy.
The collimation of jet tracks increases with energy, reducing the impact parameters
of tracks from secondary vertices. However, this is effectively balanced by the longer
decay lengths of the primary particles, so that impact parameters have only a small
dependence on the interaction energy. Impact parameters are the raw information

used in the b-tag in this analysis, and thus the b-tag performance is, to first order,
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Flavour | Cross-section (nb™!)
uwn 4.86
dd 6.19
55 6.19
cc 4.86
bb 6.08

Table 5.1: Standard Model cross-sections at the Z° peak.

independent of the interaction energy. As the World Average (WA) value for R,
at the Z° peak is well known [8] and in close agreement with the Standard Model
prediction, data taken at this energy provided a convenient method of evaluating

the b-tag performance at higher LEP2 energies.

Each year, prior to running at normal LEP2 energies, LEP was run for approxi-
mately one week at the Z° peak for detector calibration purposes. Due to the high
cross section for efe™ — Z0 interactions at this energy, approximately 100k events
were recorded by ALEPH during each year’s calibration run. The data recorded by
ALEPH in 1998, 1999 and 2000 are shown in Table 3.1. These data were therefore

used for the b-tag performance studies.

5.3 Measurement of R, at Z° peak

The performance of the event tag was first evaluated by measuring R; at the Z°
peak for a range of selection cuts. The methodology was the same as that described
in chapter 4 for the LEP2 measurements. However, the preselection was simplified
as there were no W-pair, Z-pair or radiative return background events to suppress.
The only preselection cuts applied therefore were the CLASS16 and VDET acceptance
cuts. The resulting hadronic preselections for the years 1998, 1999 and 2000 were
78,845, 90,001 and 98,365 events respectively. The ¢g cross-sections used in the
estimation of the selection backgrounds were calculated using the program ZFITTER

version 6.35 [50] and are shown in Table 5.1.

Ry, as a function of the event tag for 1998, 1999, 2000 and for all three years

combined is shown in Figure 5.1. The results for 1998 are seen to be very high
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Figure 5.1: R, as a function of the event tag at the Z° peak for the three years 1998 - 2000 and
all data combined. The errors are the statistical errors only.
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compared to the the world average. Additionally, there is an obvious peak in R,
at low cut values for 1999, 2000 and all the data combined. From Equation 4.8
it can be seen that a high value for R, would be obtained if either the selection
backgrounds or the B event selection efficiency are underestimated!'. These results
were therefore an indication of a discrepancy between the tagging behaviour in data
and Monte Carlo. A further check on the tagging was performed by measuring Ry, as
a function of the event thrust angle for four different selection cuts. The behaviour
for each of the three years was similar, with results for the combined data set shown

in Figure 5.2.
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Figure 5.2: R, as a function of thrust angle for four selection cuts for 1998 - 2000 Z° data. The
errors shown are the statistical errors only.

Ry, is seen to exhibit a clear dependence on the thrust angle, which is particularly
well defined for the higher cut values. As R, should be flat for all thrust angles,
this is further evidence of a discrepancy in the tagging behaviour. Additionally, the

effect is seen to be more prominent in regions of high B purity as it increases with

LAt the Z° peak the preselection background is negligible.
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the selection cut.

As the b-tag is calculated from impact parameter significances, these results were
indicative of differences between the impact parameter significance distributions in
data and Monte Carlo. The impact parameter significance distributions for the
whole hadronic preselection in data and Monte Carlo were therefore compared, as
shown in Figure 5.3. The distributions on the positive side agree well. However it
can be clearly seen that the Monte Carlo distribution is low compared to the data
on the negative side. As the impact parameter significance resolution of ALEPH is
taken from the fit I (|S]) to the negative side of this distribution, it is important that
it is well reproduced in the Monte Carlo. This, therefore, was the motivation for
investigating the performance of impact parameter significance smearing routines,

which aim to improve the agreement between the data and Monte Carlo tracking.

. 1999 91.2 GeV

N track

—100 —-75 =50 —25 0] 25 50 75 100 125 150
5/06

Figure 5.3: Track impact parameter significance distributions in 1999 Z° peak data and Monte
Carlo. The light (uds), charm (¢) and beauty (b) hadronic contributions to the Monte Carlo are
also shown.
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5.4 The ALPHA smearing routine QSMEAR

From Figure 5.3 it was observed that the impact parameter resolution is over-
optimistic in the Monte Carlo. The ALPHA routine QSMEAR was written specifically
for use in conjunction with QIPBTAG. QSMEAR reduces the Monte Carlo resolution by
smearing the impact parameter uncertainty os in order to improve the agreement

with data.

The smearing of the impact parameter uncertainties is performed according to a
set, of smearing parameters. These are generated by comparing exponential fits to
the negative impact parameter significances in data and Monte Carlo for the whole
data set. The smearing parameters are defined as the fraction of impact parameters
A that have to be shifted by an amount & in order to maximise the impact parameter
significance distribution agreement between data and Monte Carlo. The negative
distributions are in fact best described by fitting two independent exponentials, one
to describe the dominant central region and one to describe the distribution tail.
The smearing parameters A;, k; for the central region and As, ks for the tail were
thus determined by finding the values which minimised the x? between the corrected
impact parameter significances in Monte Carlo and those in the data. These param-

eters were then used to randomly smear the impact parameters in Monte Carlo.

As the tracking resolution in ALEPH was heavily dependent on the number of
VDET and ITC hits, smearing parameters were calculated separately for each of the
ALEPH track types as defined in Table 4.1. Additionally, as the tracking resolution
also had a momentum and polar angle dependence, it was also possible to calculate
separate sets of parameters for tracks in three bins of momentum and/or in three

bins of polar angle. There are therefore five possible smearing options:
e No smearing (Smearing = 0)
e Global smearing (Smearing = N)

e Smearing in bins of momentum (Smearing = P)
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Track Type kl Al kQ AQ A3
Type 1 0.594 0.1237 5.395 0.0027 0.046
Type 2 1.055 0.1079 8.526 0.0125 | —0.030
Type 3 0.296 0.6203 6.952 0.0103 0.062
Type 4 0.543 0.1079 | 25.306 | 0.0093 | —0.039
Type 5 2.442 0.1646 6.508 0.0074 | —0.136
Type 6 1.000 0.0000 5.000 0.0000 0.000
Type 7 0.170 0.3524 | 47473 | 0.0347 | —0.501
Type 8 1.000 0.0000 5.000 0.0000 0.000
Type 9 1.000 0.0000 5.000 0.0000 0.000

Table 5.2: Global smearing and deletion parameters for 1999 Z° Monte Carlo.

e Smearing in bins of thrust angle (Smearing = T)
e Smearing in bins of thrust angle and momentum (Smearing = B)

QSMEAR also provides a track deletion facility in order to compensate for an observed
excess of QIPBTAG selected tracks in Monte Carlo compared to data, as shown in
Figure 5.5(a). The track deletion randomly discards a certain fraction Az of each
track type so that the number of QIPBTAG selected tracks in Monte Carlo matches
that in data. The binning options for deletion are the same as those for the smearing,
leading to a total of 5 x 5 = 25 smearing and deletion options. Global track
deletion and smearing parameters for 1999 Z° Monte Carlo are shown in Table 5.2.
Note that for some track types an excess is observed in the data, as the fraction of
tracks to be removed is negative. As it is not possible to realistically add tracks to

the Monte Carlo, this represents a limitation of the track deletion.

5.4.1 QSMEAR smearing performance

The performance of each of the smearing options was evaluated by comparing the
corrected Monte Carlo impact parameter significance distributions with those in the
data. The effect of global smearing with no track deletion is shown in Figure 5.4.
The Monte Carlo impact parameter significance resolution has been decreased re-
sulting in an improved agreement with the data. The results for the other binning
options were very similar to the global smearing. This indicated that the tracking

discrepancies between data and Monte Carlo with respect to the impact parameter
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measurements were not a function of track momentum or direction. Although the
binning has negligible effect, it can be concluded that the application of smearing
does result in an improved agreement with the data impact parameter significance

resolution.

. 1999 91.2 GeV
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data
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Figure 5.4: Track impact parameter significance distributions with global smearing and no track
deletion for 1999 Z peak data and Monte Carlo. The light (uds), charm (¢) and beauty (b) hadronic
contributions to the Monte Carlo are also shown.

5.4.2 QSMEAR deletion performance

The performance of each of the track deletion options was evaluated by compar-
ing the corrected QIPBTAG selected track multiplicities in Monte Carlo with data.
Figure 5.5 shows both the original multiplicity distribution in Monte Carlo and the
corrected distribution with global track deletion. A clear improvement is seen in
the agreement with data for the track deleted distribution. However there is now a
slight excess in the data track multiplicities. This is to be expected as the deletion
option allows for the removal of tracks, but not the addition of tracks in the Monte
Carlo. Again, the difference in performance with the other binning options was neg-

ligible. So even though the deletion does not allow for tracks to be added, the use of
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track deletion is seen to improve the agreement with data. The effect of deletion on
the impact parameter significance distributions was negligible. This was expected
as deletion does not alter the actual impact parameters. Likewise, smearing had no

effect on the multiplicity distributions.
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event
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Figure 5.5: QIPBTAG selected track multiplicities for 1999 Z data and Monte Carlo with a) no
track deletion and no smearing and b) global track deletion and no smearing.

5.5 The effect of track smearing on the b-tag

Having ascertained that QSMEAR smearing improves the Monte Carlo tracking agree-
ment with data, the effect of smearing on the performance of the b-tag was then
investigated. Measurements of R} as a function of the event b-tag and as a function
of the thrust angle were made for all three years Z° data with all smearing options

and no track deletion.

From Figure 5.6 it can be seen that global smearing with no deletion signifi-
cantly reduces the peak in measured R, at low selection cut values and results in a
much flatter distribution. Nevertheless, with the exception of the year 2000 results,
statistically Ry is still significantly higher than the world average value. However
the systematic error for these measurements is ~3 %. With the exception of the

year 1998 results, the largest discrepancies between R}, and the world average value
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are ~2 %, so that these measured values for R; are generally within one sigma of
the world average value. The difference in performance between each of the binning

options was negligible.

It was also hoped that the track smearing would reduce the observed dependence
of Ry on the thrust angle. However, although tracks could be smeared as a function
of the thrust angle, the differences between the performance of each of the binning
options was again negligible. Figure 5.7 shows R} as a function of the thrust angle
with and without global smearing and no deletion. As expected the agreement with
the world average value is improved, but the dependence on the thrust angle is still
well defined for the higher selection cuts. The smearing therefore did not result in

a reduced thrust angle dependence.
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Figure 5.6: R, as a function of the event tag at the Z° peak for the three years 1998 - 2000 and
all data combined with and without smearing and no deletion. The errors are the statistical errors
only.

The measurements of R, with Monte Carlo track smearing with 1998 - 2000 Z°

calibration data were seen to agree well with the Standard Model prediction and
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Figure 5.7: R, as a function of thrust angle for four selection cuts for all 1998 - 2000 Z° peak
data with and without smearing and no deletion. The errors are the statistical errors only.
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the world average value. This therefore was evidence of a good b-tag performance at
the Z° peak. However this does not guarantee that the B event selection modelling
in the Monte Carlo is accurate. An increasing dependence on the thrust angle with
the B selection purity is observed, and discrepancies between the B event selection
efficiencies in data and Monte Carlo could be compensated for by discrepancies in
the selection backgrounds. As the backgrounds at LEP2 energies were not the same
as those at the Z° peak, it was important to check the B efficiency modelling in

Monte Carlo.

As it is not possible to measure the B event selection efficiency from data, the
B hemisphere selection efficiencies in data and Monte Carlo were compared. The
B event and B hemisphere selection efficiencies are both based on the same data,
so that the accuracy of the B hemisphere selection efficiency in Monte Carlo will
provide a reasonable guide to the accuracy of the B event selection efficiency in

Monte Carlo.

Figure 5.8 shows Ry, as a function of the hemisphere tag with and without smear-
ing, and the corresponding ratios of the B hemisphere selection efficiencies in data
and Monte Carlo. As with the event tag, the smearing has dramatically reduced
the peak in measured R, at low tag values. However a well defined peak is still
evident, indicating that the hemisphere tag is more sensitive to discrepancies in the
tracking. The agreement between the data and Monte Carlo B hemisphere selection
efficiencies is also improved with smearing. For the range 1.0 < b-tag < 3.0 the
efficiencies in data and Monte Carlo agree well, to within ~0.5 % and one sigma
on the statistical error. It is also seen that the better the agreement between the
data and Monte Carlo efficiencies, the closer the value of R is to the world average.
As the B efficiency seems well modelled for this range of cuts, it is reasonable to
assume that the discrepancies for tag cuts above 3.0 are a result of low statistics.
The discrepancy for tag cuts less than 1.0 is due in part to low statistics and addi-
tionally to tracking differences in data and Monte Carlo which have not been fully
compensated for by the smearing. The difference between the performance of the

other binning options was negligible.




102

Performance of the b-tag

2 0.25 : - 0.25
045 1998 — 2000 91.2 GeV ®0.245 i 1998 — 2000 91.2 GeV
0.24 - h . 0.24 | .
0.235 [ 4 Smearing = 0 0.235 ?ﬂ Smearing = N
0.23 i, + 0.23 +++
0.225 | } 0.225
75 F Bt MW MM 0.22 ++++************++++++++++*+*++M++H }H M
0.215 F Wa LY 0515 B figty
0.21 0.21
0.205 0.205
0.2 2‘ Z‘L . oz2f Z\L !
Cut on —10Go(Phemi) Cut on —10g;6(Phemi)
o 1.1 o 1.1
&3 r 1998 — 2000 91.2 GeV &3 r 1998 — 2000 91.2 GeV
L1.075 L1075 -
3105 Smearing = 0 £1050C Smearing = N
N - W L
1.025 + 1.025 +
1 #ihe o HHM - [ e g - --
" FRAT [ R
0.975 - ,w*“ ++++W+H W 0.975 st # ++++++HHHHMW
0054 & 0.95 [-
0.925 7++++* 0.925 -
0.9 | | | | 0.9 |
Q 2 4 6 0 4 6

CUt on _‘Ogm(Pheml)

CUt on _Iogm(Pheml)

Figure 5.8: R, (top) and the data over Monte Carlo B hemisphere selection efficiency ratios
(bottom) as a function of the hemisphere tag for all 1998 - 2000 Z° peak data with no smearing
(left) and global smearing (right). The errors are statistical errors only.
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5.6 The effect of track deletion on the b-tag

The effect of deletion on the b-tag was then investigated. Measurements of R}, as a
function of the event b-tag and as a function of the thrust angle were made for all

three years Z° data with all deletion options and no track smearing.

Figure 5.9 shows the ratio of the B hemisphere selection efficiencies in data and
Monte Carlo with global smearing and global deletion, and R, as a function of the
event tag with global smearing and global deletion. The agreement between the
efficiencies is decreased with track deletion, and R, is now seen to increase with
the event tag. This deletion behaviour was the same for all binning options, and
independent of the smearing. So although track deletion resulted in an improved
agreement in the QIPBTAG selected track multiplicities, the performance of the b-tag

was degraded.
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Figure 5.9: The data over Monte Carlo B hemisphere selection efficiency ratio with global track

deletion and global smearing (left) and R as a function of the event tag for both global smearing

with no track deletion and global smearing with global track deletion (right) for all 1998 - 2000 Z°
peak data. The errors are the statistical errors only.

5.7 Smearing and deletion at LEP2

The use of QSMEAR smearing is seen to improve the agreement between the impact
parameter significance distributions and the B hemisphere selection efficiencies in
data and Monte Carlo. Additionally the smearing improves the results for measured

Ry with both the event and hemisphere tags as a function of the selection cut, which
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agree with the world average and standard model values to within one sigma of the
total error. For the region where the statistics are maximised the B hemisphere se-
lection efficiencies in data and Monte Carlo agree statistically to within one sigma,
indicating that the B event selection efficiency is also reasonably well modelled in
the Monte Carlo. Discrepancies with the world average were therefore mostly due

to other systematic uncertainties, including the background udsc modelling.

The use of QSMEAR smearing thus results in a good b-tag performance. However
the results for measured R, with the hemisphere tag are slightly higher than those
measured with the event tag. As can be seen from Figure 5.8, this is probably due
to the small discrepancies between the B selection efficiencies in data and Monte
Carlo. However the use of QSMEAR track deletion is seen to degrade the tagging per-
formance. It is likely that this effect is due to the inability to add tracks in regions
of a track deficit in the Monte Carlo. It was therefore decided that track deletion
should not be used for the measurement of R, at LEP2.

As the differences between each of the smearing binning options was negligible, it
was decided that the LEP2 measurements should use QSMEAR smearing with no bin-
ning (global smearing). This minimises the statistical uncertainty on the smearing
parameters and is consistent with the smearing used in previous measurements [51].
The smearing parameters calculated using Z° data for each year 1998 - 2000 were
therefore used to smear the impact parameters for LEP2 data taken during the same

years.

5.8 B event selection efficiency correction

Previous measurements have taken the observed thrust angle dependence and the
discrepancies between measured R, and the world average value as evidence of a
deficiency in the B event selection efficiency modelling in Monte Carlo. However,
the studies presented here have demonstrated that the B efficiency modelling in the
Monte Carlo appears reasonable and that the differences with the world average

measurement, are mostly due to other systematic effects. The B selection efficiency
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dependence on the thrust angle was checked by measuring the B efficiencies in data
and Monte Carlo for two bins of thrust angle 6, 0. < cosf < 0.5 and 0.5 < cosf <
0.9. The agreement between data and Monte Carlo was found to be very similar
to the global agreement. So although there is an observed thrust angle dependence
at the ZY peak, it does not seem to be a result of inaccurate B physics modelling,
and nor does it impact significantly on measured R,. Therefore no thrust angle

correction to the B event selection efficiency was applied.

5.9 WTW~ physics study

As discussed earlier the tagging of udsc events may be responsible for discrepancies
between R, measured with 1998 - 2000 Z° calibration data and the world average
value. In semi-leptonic WHW ™~ events one W decays to a lepton and neutrino,
whilst the other W decays hadronically to a quark and anti-quark. Due to the small
mixing angles V,;; and V,;, from the Cabibbo-Kobayashi-Maskawa (CKM) [8] matrix,
the hadronic decay W+ — b+ c or u and its charge conjugate is rarely seen?. Semi-
leptonic W+W ™~ events at LEP2 therefore contain few B jets and thus provide a

convenient method of checking the udsc tagging.

5.9.1 Event preselection

In W*W~ production the two bosons are back-to-back in the centre of mass frame.
Due to the large mass and charge of the W a leptonic decay therefore results in a
single and usually isolated high energy (hard) lepton in the event. The neutrino
being very weakly interacting and carrying no charge is invisible. The selection of
semi-leptonic W W~ events was therefore based on identifying events with hadronic

content and a single hard, isolated lepton.

This study used 189 GeV LEP2 data, from which the semi-leptonic W~
preselection was obtained as follows. First purely leptonic events were suppressed

by requiring that there be at least seven charged tracks in the event. This removes

2There was insufficient energy at LEP2 for top production to allow the decay channel W+ — b4t
and its charge conjugate, for which the mixing angle is near unity.
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ete™ — Il lepton production events and W+W~ or Z°Z° production events where
both the bosons decay leptonically. Leptons in the remaining events were identified
using the ALPHA lepton identification routine QSELEP [42]. Isolated hard leptons
were identified by clustering the event as described in Section 4.2 using a y.,; value
of 0.002. This ensures a loose clustering of the event so that a lepton from one
boson decay is not clustered with the hadronic jet from the second boson decay.
A lepton was then defined as being hard and isolated if its energy was greater
than 10 GeV and at least 90 % of the total jet energy to which it was clustered.
Requiring only one single isolated hard lepton in the event thus suppressed ete™ —
qq events and fully hadronic Z°Z° decays. Additionally this constraint suppressed
any semi-leptonic Z°Z° decays in which two hard isolated leptons are generally seen
in the event®. Events satisfying these criteria therefore constituted the semi-leptonic
W*+W ~ preselection. According to Monte Carlo the Z°Z° ¢g and fully hadronic
WHW = background was ~4 %.

5.9.2 Jet tagging

Each event (minus the identified hard lepton) in the preselection was then clustered
into two jets, and each jet tagged as described in Section 4.6.2. A second purer sam-
ple of uds jets was also prepared by suppressing ¢ jets. Due to the spin polarisation
of the W, the forward-backward asymmetries of the W decay partons do not cancel.
Therefore the production of each udsc quark flavour is not isotropic in the W rest
frame. A clear asymmetry is seen in Figure 5.10 which shows the number of uds
and c jets in 189 GeV Monte Carlo as a function of the jet axis angle cosf in the
W rest frame. By selecting forward jets with cos > 0. in the W rest frame a purer

sample of uds jets may thus be obtained.

The number of jets selected as a function of the b-tag in 189 GeV data and
Monte Carlo for both the original jet sample and the purer uds sample, are shown
in Figures 5.11(a) and (b). For both samples the Monte Carlo is seen to agree well

with the data. The selection efficiencies for both samples as a function of the b-tag

30f course a lepton may pass down the beam pipe and therefore not be detected.
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are shown in Figures 5.11(c) and (d). Again a good agreement between data and
Monte Carlo is seen. The disagreement for b-tag values > 3.0 is due to low statistics

as it is not possible to have fractional events in data!

Although it was not possible to derive a quantitative conclusion from this study
due to the difficulties of converting jet tags to hemisphere or event tags, the results
were encouraging. In the regions of sufficient statistics data and Monte Carlo were
seen to agree well and thus greatly increased confidence in the Monte Carlo udsc

modelling.

uds

o ~ ~ nn ~ o ~ N A
.o 0.B Lo u J Uz U4 u.b

cos O in W frame

-~ o
0.

Figure 5.10: The angular distribution in the W rest frame of hadronic jets in 189 GeV semi-
leptonic W+ W~ Monte Carlo. The separate uds and ¢ contributions are shown, demonstrating a
well defined asymmetry.
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Figure 5.11: The number of jets selected (top) and the selection efficiencies (bottom) as a function

of the b-tag for both the original semi-leptonic W+ W ~ jet sample (left) and the purer uds sample

(right) in 189 GeV data and Monte Carlo. The separate light (uds), charm (c¢) and background
contributions to the Monte Carlo are also shown.
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Chapter 6

Ry at 189 - 207 GeV using an
event and hemisphere tag

6.1 Introduction

Having ascertained the b-tag performance at the Z° peak measurements of R, were
then made at the LEP2 energies of 189 - 207 GeV. The effect of track smearing was
checked and a selection cut chosen for each tag based on the minimisation of the
total errors. The chosen selection cuts for each tag were then used to extract the

final values of R, at each energy.

This chapter first presents a brief review of the analysis method. This is followed
by a discussion on the extrapolation of the effects seen at LEP1 energies to LEP2
energies and a review of the smearing performance at LEP2 using Z° calibrated
smearing parameters. The error analysis and the choice of selection cut is then
described. The values of R, obtained with each tag for all energies at 189 - 207 GeV,

with the chosen selection cuts, are then presented.

6.2 Method

Hadronic events were selected from data recorded by the ALEPH detector during
the three years 1998 - 2000 at each LEP2 energy point of 189, 192, 196, 200, 202, 205
and 207 GeV as described in Section 4.5. All Monte Carlo tracks were then globally

smeared using the smearing parameters calculated from the appropriate year’s Z°
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calibration data as described in Section 5.4. Next each event and hemisphere in
the resulting preselection samples was tagged as described in Section 4.6.2. Values
for R, were then calculated for a range of selection cuts with both the event and
hemisphere tags as described in Sections 4.6.4 and 4.6.6. Values for the statistical
errors and all the systematic uncertainties considered were also calculated for both
tags at each selection cut. This allowed the selection cut used to extract the final
values of R, at each energy point to be chosen according to the minimisation of the
total fractional error. All the systematic uncertainties considered in this analysis
and their evaluation are described in Chapter 7. Results for the whole 189 - 207 GeV
data set were obtained by summing the data and normalised Monte Carlo event or

hemisphere samples at each energy. For example:
i=7 i=7
Njp = D Nypei Nil= > N (6.1)
i=1 i=1

where NS& and N2 are the total number of preselected and selected events or hemi-

spheres tespectively for the whole 189 - 207 GeV data set, with N! _and N, the

pre

number of preselected and selected events or hemispheres respectively for energy .

The number of data events and the estimated background content from Monte
Carlo in each preselection sample for energies between 189 and 207 GeV are shown
in Table 6.1. The Standard Model cross-sections used to calculate the number of
events or hemispheres in the preselection and selection backgrounds at each energy

are shown in Table 6.2.

6.3 Extrapolation of LEP1 effects to high energy

Although impact parameter significance magnitudes may be considered reasonably
independent of the interaction energy as argued in Section 5.2, it was not clear how
well effects measured with Z° data would actually transport to LEP2 energies. The

main possible reasons for differences in the b-tag behaviour at LEP2 energies are:

e Impact parameter significance magnitudes having some dependence on the

interaction energy.
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Energy Preselection Sample
(GeV) | Data Events | Background

189 2952 315

192 485 52

196 1256 137

200 1279 140

202 611 63

205 1136 121

207 1831 198

Total 9550 1027

Table 6.1: The number of events in the data preselection samples for each energy between 189
and 207 GeV and the Monte Carlo estimated background contributions (to the nearest integer).

Energy Standard Model cross-sections (nb™')

(GeV) Ul dd sS cc bb WHWw- AVA
189 0.004896 | 0.003205 | 0.003205 | 0.004896 | 0.003227 | 0.016560 | 0.002759
192 0.004712 | 0.003064 | 0.003064 | 0.004713 | 0.003086 | 0.016899 | 0.002823
196 0.004479 | 0.002886 | 0.002886 | 0.004480 | 0.002909 | 0.017185 | 0.002855
200 0.004264 | 0.002724 | 0.002724 | 0.004264 | 0.002748 | 0.017383 | 0.002847
202 0.004156 | 0.002644 | 0.002644 | 0.004157 | 0.002668 | 0.017442 | 0.002847
205 0.003999 | 0.002529 | 0.002529 | 0.004000 | 0.002553 | 0.017523 | 0.002830
207 0.003926 | 0.002475 | 0.002475 | 0.003927 | 0.002500 | 0.017537 | 0.002810

Table 6.2: The Standard Model cross-sections at 189 - 207 GeV used to estimate the preselection
and selection backgrounds.
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e Greater fragmentation at LEP2 energies resulting in higher track multiplicities.
Additionally as the B decay multiplicity is independent of energy, the fraction

of tracks from secondary vertices is reduced.

e Additional contributions to the background. Energies of 189 GeV and above
exceed the threshold for W-pair and Z-pair production. Initial state radiation

also results in hadronic radiative return background.

Due to insufficient statistics the smearing parameters used for the LEP2 measure-
ments were calculated from Z° calibration data. It was therefore necessary to check
the effect of smearing 189 - 207 GeV Monte Carlo with Z° calibrated smearing

parameters.

6.3.1 Smearing performance at 189 - 207 GeV

Measurements of Ry as a function of the event tag were made for all 189 - 207 GeV
data both with and without global smearing using the smearing parameters calcu-
lated from Z° calibration data. Figure 6.1(a) shows R, as a function of the event
tag for all 189 - 207 GeV data combined with no smearing. Similarly to the Z°
results a well defined peak is seen for low selection cut values. From Figure 6.1(b)
global smearing is seen to reduce this peak resulting in a flatter distribution. How-
ever a peak still remains indicating that although the b-tag performance has been
improved, the smearing does not fully correct for tracking discrepancies between

data and Monte Carlo at low selection cut values.

Measurements of R, were then made as a function of the hemisphere tag for all
189 - 207 GeV data both with and without global smearing. The B hemisphere
selection efficiencies in data and Monte Carlo were also compared. From Figure 6.2
the smearing is again seen to improve the b-tag performance with a reduction in the
peak. Additionally from Figure 6.2 the smearing is also seen to result in a closer
agreement, between the data and Monte Carlo B hemisphere selection efficiencies at

low selection cut values.
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Measurements of Ry at 189 - 207 GeV were also made with all the other smearing
and deletion options. The difference in performance between the different smearing
options was again negligible. The use of track deletion was seen to have a negligible
effect on the results, independent of any smearing. It was therefore concluded that

global smearing with no deletion should be used for the LEP2 analysis.
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Figure 6.1: R} as a function of the event tag with no smearing (left) and global smearing (right)
for all 189 - 207 GeV data combined.

6.4 Optimum selection cut

The optimum selection cut for both the event and hemisphere tags was taken to be
the point where the total fractional error on R, was minimised. Figure 6.3 shows
the statistical, systematic and total fractional errors on R, with both the event and
hemisphere tags for all 189 - 207 GeV data combined. The optimum selection cut
for each tag was found by fitting a polynomial to the total error points and solving
for the minimum point. A good fit for both the event and hemisphere tags was

achieved using a third order polynomial:
y=ax® +br’ +cx+d (6.2)

with the coefficients shown in Table 6.3. The minimum point is where dy/dx = 0,
which gives a cut value of 2.8 for the event tag and 2.4 for the hemisphere tag.
Combining the statistics from all energies allowed the most accurate determination
of the optimum selection cut. These cut values were therefore also used for the mea-
surements at each individual energy point. The resulting selection samples obtained

with both the event and hemisphere tags are shown in Table 6.4.




114

R, at 189 - 207 GeV using an event and hemisphere tag

noozé [ 189 — 207 GeV ”ODZ'Z L 189 — 207 GeV
Lo Smearing = 0 2O Smearing = N
0.2 [ it 02k
L *f+"*""++’***+++++ﬁ¥ oL it SM__
P i I
0.05 |- 0.05
0 | [ 0 | [
0 2 4 6 0 2 4 6
Cut on —10G46(Prem) Cut on —10G1o(Prem)
3 1'2; 189 — 207 GeV 3 *i; 189 — 207 GeV
\:; 1.3 - Smearing = 0 \-'g 1.3 - Smearing = N
1) S—
08 fﬂ+++++++++++++++*++W} w 08 ;W b HHH
0k 06 F
0.5 | | L L 0.5 | | L L
0 2 4 6 0 2 4 6
Cut on =10G16(Prem) Cut on —10G15(Prem)

Figure 6.2: R, (top) and the data over Monte Carlo B hemisphere selection efficiency ratios
(bottom) as a function of the hemisphere tag for all 189 - 207 GeV data with no smearing (left)
and global smearing (right). The errors are statistical errors only.

Tag a b c d
Hemisphere | —0.00055 | 0.02366 | —0.10571 | 0.21220
Event —0.00444 | 0.04685 | —0.15571 | 0.22018

Table 6.3: The four coefficients used in the total fractional error third order polynomial fit for
both the event and hemisphere tags.

Energy Event Selection Hemisphere Selection
(GeV) Data Background Data Background

189 354 68 545 151

192 23 11 84 25

196 144 30 231 66

200 163 30 250 66

202 58 13 91 30

205 115 25 175 56

207 205 40 329 90
Total 1902 217 1705 483

Table 6.4: The number of events and hemispheres selected in data and the Monte Carlo estimated
backgrounds (to the nearest integer).
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Figure 6.3: The statistical and systematic fractional errors (left) and the total fractional error
(right) on Ry for all 189 - 207 GeV data combined as a function of the event tag (top) and the
hemisphere tag (bottom).

6.5 The event and hemisphere tag results

Ry, as a function of the event and hemisphere tags for all 189 - 207 GeV data
combined is shown in Figure 6.4. Table 6.5 shows the results for R, at each LEP2
energy point between 189 and 207 GeV, and for all the data combined, measured
with the event tag and a selection cut of 2.8. The results for R, using the hemisphere
tag and a selection cut of 2.4 are shown in Table 6.6. All the systematic errors
considered in this analysis are described in Chapter 7. The individual systematic
errors evaluated for the event tag are shown in Table 7.21 and for the hemisphere tag
in Table 7.22. The statistical errors were evaluated as described in Section 4.9. The
event tag results and the hemisphere tag results as a function of energy, together with
the previously published ALEPH results for Ry, are shown in Figures 6.5 and 6.6

respectively.
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Figure 6.4: R, as a function of the event tag (top) and the hemisphere tag (bottom) for all 189
- 207 GeV data combined. The Standard model prediction for Ry, the statistical errors and total
errors are also shown.
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Energy Event tag results
( G eV) Rb Ostat Osyst Ototal

189 0.15008 | 0.01033 | 0.00624 | 0.01207
192 0.13609 | 0.02430 | 0.00739 | 0.02540
196 0.14001 | 0.01540 | 0.00523 | 0.01626
200 0.16309 | 0.01624 | 0.00806 | 0.01813
202 0.12106 | 0.02079 | 0.01118 | 0.02361
205 0.12770 | 0.01570 | 0.00986 | 0.01854
207 0.13781 | 0.01280 | 0.00838 | 0.01530

189 - 207 | 0.14236 | 0.00564 | 0.00611 | 0.00832

Table 6.5: The event tag results for each LEP2 energy point between 189 and 207 GeV and all
data combined. The statistical, systematic and total errors are also shown.

Energy Hemisphere tag results
( G eV) Rb Ostat Osyst Ototal

189 0.15054 | 0.02004 | 0.00690 | 0.02120
192 0.21387 | 0.08910 | 0.02866 | 0.09359
196 0.14702 | 0.03039 | 0.01011 | 0.03203
200 0.17667 | 0.03522 | 0.00923 | 0.03641
202 0.10347 | 0.03666 | 0.01729 | 0.04053
205 0.13314 | 0.03497 | 0.01163 | 0.03685
207 0.17622 | 0.03259 | 0.00802 | 0.03356

189 - 207 | 0.15138 | 0.01200 | 0.00692 | 0.01385

Table 6.6: The hemisphere tag results for each LEP2 energy point between 189 and 207 GeV and
all data combined. The statistical, systematic and total errors are also shown.
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Figure 6.5: R, at each energy and all data combined (189 - 207 GeV) measured with the event
tag, plus the results previously published by ALEPH [3]. The Standard Model prediction for Ry
as a function of energy is also shown.
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Figure 6.6: R, at each energy and all data combined (189 - 207 GeV) measured with the hemi-
sphere tag, plus the results previously published by ALEPH [3]. The Standard Model prediction
for Ry as a function of energy is also shown.
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Chapter 7

Systematic errors

7.1 Introduction

Due to the low statistics of LEP2 data the dominant error in the measurement of R,
is the statistical error. Therefore very precise evaluations of the systematic errors
are not necessary. For example no detailed studies of charm physics were made in
this analysis. The uncertainties evaluated were thus more general estimations of the

main contributions to the systematic error on Ry.

This chapter discusses the treatment and evaluation of all the systematic effects
considered in this analysis. The resulting errors are presented for each energy with
both the event and hemisphere tag methods. The calibration of the event tag with

the hemisphere tag and the calculation of the final errors is discussed in Chapter 8.

7.2 Evaluation of systematic errors

Systematic errors on R;, were evaluated by weighting events, changing cuts or adjust-
ing theoretical parameters as described in the following sections. The resulting error
on R, was calculated according to standard error propagation. If R, = Ry(z,v,..)

where = and y are parameters from data or Monte Carlo then

2 oz \* 2 dy ’ 2
O'Rb = G—_Rb O'I+ a—_Rb O'y+... (71)
where the values for o,, 0, etc. were taken as the difference in the values of x and y

obtained when applying the systematic effect. Each parameter was assumed to be

independent.
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Energy OR, (ycut + 50 %)
(GeV) | Event tag | Hemi tag

189 0.00366 0.00424
192 0.00523 0.02212
196 0.00155 0.00434
200 0.00666 0.00633
202 0.00853 0.01216
205 0.00840 0.00840
207 0.00450 0.00654

189 - 207 0.00319 0.00289

Table 7.1: The systematic errors og, for each energy due to yeut.-

7.3 The y. jet clustering parameter

The ALPHA b-tagging routine QIPBTAG uses jet axes in determining the interaction
point. The way that tracks are clustered will therefore affect the calculated primary
vertex position and thus the measured impact parameters. The clustering also
determines what tracks are used in the tagging calculation as tracks in fifth ordered
jets and below are discarded. Additionally if a jet axis is redefined such that an
impact parameter falls in the opposite hemisphere, then that impact parameter will
change sign. The way that jets are clustered may therefore lead to differences in the
tracks selected, the impact parameters of those tracks and their sign. The standard
ALEPH vy value is 0.01. In order to estimate the uncertainty on R, due to the
choice of y.y, this value was varied by 450 % in data, Monte Carlo and in the
calculation of the smearing parameters. The two error values op, obtained for ycy
+50 % and yeu; —50 % were averaged to obtain the systematic uncertainty for each

energy due to Ycu;, which are shown in Table 7.1.

7.4 QIPBTAG track selection

Track impact parameters are the raw input for the b-tag and therefore the QIPBTAG
track selection was looked at in some detail. Figure 7.1 shows the distribution of
ALEPH “good” ! track multiplicities before QIPBTAG track selection and the track

multiplicities for the tracks remaining after QIPBTAG track selection in data and

Definition later in the section.
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Monte Carlo. It can be seen that before any track selection cuts the multiplicity
distributions for good tracks in data and Monte Carlo agree well. However the
QIPBTAG selected track multiplicity distributions in data and Monte Carlo are not
seen to agree so well, with a difference between the mean of the two distributions of

~0.75 tracks.

The track type distributions for all tracks in data and Monte Carlo before
QIPBTAG selection are shown in Figure 7.2 (a), whilst the track type distribution
for all remaining tracks after QIPBTAG selection is shown in Figure 7.2 (b). The frac-
tion of tracks selected (the ratio of remaining tracks over initial tracks) in data and
Monte Carlo is shown in Figure 7.2 (c), with the data over Monte Carlo selection
fraction ratios shown in Figure 7.2 (d). From these figures it can be seen that the
fraction of tracks selected for track types 1, 2 and 4 are very similar in data and
Monte Carlo. However the fractions selected for types 5 and 7 do not agree so well.
For all tracks the difference in the fractions of tracks selected is ~10 %. Numerical
values for the number of tracks in data and Monte Carlo and the fractions selected
are shown in Table 7.2. From this table it may be seen that although the fractions
selected of the statistically dominant types 1, 2 and 4 agree well, the discrepancy
between data and Monte Carlo in the fraction of all tracks selected is introduced
primarily by a) the fraction of type 5 tracks selected and b) the removal of all type 0
tracks. Additionally it can be seen from the numbers of all initial and final tracks
in data that the mean track multiplicity for all tracks in data is initially higher
than the Monte Carlo, but after track selection is lower. As the initial good track
distributions in data and Monte Carlo agree well, this is indicative of excess poor

quality tracks in the data compared to Monte Carlo before track selection.

QIPBTAG does not make specific use of ALEPH defined good tracks. These are

defined as tracks which:
e Have at least four hits in the TPC.

e Originate from within a cylinder of radius 2 cm (the DO coordinate) and length

10 cm (the Z0 coordinate) centred on the interaction point.
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e Have cosf < 0.95 to ensure VDET acceptance.
The cuts imposed by QIPBTAG to select tracks are as follows:
e All Vj (type 3) tracks are removed.
e Tracks must have a momentum of at least 400 MeV.
e Tracks must not have a momentum greater than 40 GeV.
e Tracks must have at least four hits in the TPC.
e All type 0 tracks are removed.

e The x? of the track helix fit divided by the number of degrees of freedom must
be less than 6.0.

e Tracks must have D0 < 2.0 cm and Z0 < 5.0 cm. Additionally the error from
the track fitting on both D0 and Z0 must be less than 5.0 cm.

e Tracks in 5" momentum ordered jets and below are removed.
e The angle between a track and its jet must not be greater than 45 degrees.

The minimum number of hits required in the TPC is exactly the same as the cut used
in the definition of an ALEPH good track. The D0/Z0 requirement is a stronger cut
than that used for the good track definition, and has an additional restriction on the
maximum permissible error from the track fitting on these coordinates. There is no
direct overlap with respect to the good track requirement that cosf < 0.95. How-
ever the combination of the other QIPBTAG cuts results in only negligible numbers
of poor quality tracks being selected. Virtually all (~99.5 %) of QIPBTAG selected
tracks therefore conform to the ALEPH good track definition.

The initial excess of poor quality tracks in data is therefore not important. How-
ever it has been shown that whilst the initial multiplicity distributions of good tracks
in data and Monte Carlo agreed well, the final selected distributions did not agree

so well. The QIPBTAG track selection therefore introduces discrepancies between the
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MC track type selection || Data track type selection | F/I
Track Type Initial | Final | F/I Initial | Final | F/I rai{io
Type 0 85117 - - 100622 - - -
Type 1 163797 | 128959 | 0.787 153181 | 120101 0.784 | 0.996
Type 2 19713 9413 0.478 18973 9236 0.487 | 1.019
Type 3 - - - - - - -
Type 4 44873 13206 | 0.294 46239 13414 0.290 | 0.986
Type 5 32379 559 0.017 44488 561 0.013 | 0.765
Type 6 2293 - - 2644 - - -
Type 7 2191 260 0.119 2344 374 0.160 1.345
Type 8 4018 - - 4779 - - -
Type 9 6487 - - 8140 - - -
All types 360868 | 152397 | 0.422 381410 | 143686 0.377 | 0.893

Table 7.2: The number of tracks before and after QIPBTAG selection and the corresponding selec-
tion fraction by track type in data and Monte Carlo for 189 - 207 GeV. Note that for clarity errors
have been omitted.

fraction of good tracks selected in data and Monte Carlo. The effect of the QIPBTAG

selection cuts was therefore investigated.

Figure 7.3 (a) shows the number of good tracks in data and Monte Carlo re-
maining after successive track selection cuts, whilst Figure 7.3 (b) shows the corre-
sponding fraction of tracks remaining. The data over Monte Carlo ratio of the track
fractions remaining after each cut is shown in Figure 7.3 (c), with the change in this
ratio between successive cuts shown in Figure 7.3 (d). Table 7.3 shows the numerical
values for the fraction of tracks remaining after each cut in data and Monte Carlo,
along with the data over Monte Carlo ratio and the change in the ratio between
cuts. It can be clearly seen from Figure 7.3 (c¢) and (d) that the cuts which result in
the largest discrepancies between data and Monte Carlo are the momentum greater

than 400 MeV cut, the type 0 cut and the D0/Z0 cut.

An upper limit on the systematic effect of the discrepancies in the track selection
introduced by these three cuts was estimated by suppressing these cuts, thus elim-
inating the differences in the track selection between data and Monte Carlo. The

resulting systematic errors for each energy are shown in Table 7.4.
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Figure 7.1: ALEPH “good” track multiplicities before QIPBTAG track selection (top) and QIPBTAG
selected track multiplicities (bottom) in data and Monte Carlo for 189 - 207 GeV. The uds, ¢, b,

W -pair and Z-pair contributions to the Monte Carlo are shown.




7.4 QIPBTAG track selection 125

Final track distribution

|

® Data
L Ib
/ c
[ 1 uds
——
mm w7

012 3456 7 8 9 Al 012 3456 7 8 9 Al
Track Type Track Type
c g o 15F
.480.95— *§1.4;
80.8;+ ® Data C13E
< 07 F © MC o 1.2F
_ E -+ C
0 0.6 o1k
~ 0.4 F o] O09F —o|
™ g = E
O il C
}CO.BE —— \0.8: +
L 02F So7F
- —0— o F
0.1 o A 0.6
oFE L L I | ked | 1 | | osbE L 1 1L
012 3456 7 8 9 Al 012 3456 7 8 9 Al
Track type Track type

Figure 7.2: Track type distributions in data and Monte Carlo for 189 - 207 GeV before (a) and

after (b) QIPBTAG track selection. The fraction of tracks remaining after QIPBTAG selection in data

and Monte Carlo is shown in (c), with the data over Monte Carlo ratio of the remaining track
fractions shown in (d).
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Figure 7.3: The number of tracks remaining after successive QIPBTAG track selection cuts (a) and

the corresponding remaining fraction of tracks (b) in data and Monte Carlo for 189 - 207 GeV.

The data over Monte Carlo ratio of the remaining track fractions in shown in (c), with the change
in the ratio of remaining track fractions between successive cuts shown in (d).
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Selection cut | Fraction kept | Fraction kept Data/MC Percentage
in data in MC ratio change
Vo 0.9601 £ 0.0004 | 0.9592 + 0.0001 | 1.0009 £ 0.0004 | 1.0009 + 0.0013
P > 400 MeV | 0.8792 4+ 0.0007 | 0.8820 %+ 0.0001 | 0.9968 + 0.0008 | 0.9959 + 0.0013
P < 40 GeV 0.8708 £ 0.0007 | 0.8738 4 0.0001 | 0.9966 4+ 0.0008 | 0.9998 + 0.0015
TPC hits > 4 | 0.8708 4+ 0.0007 | 0.8738 + 0.0001 | 0.9966 + 0.0008 | 1.0000 £ 0.0015
Type 0 tracks | 0.8423 4+ 0.0008 | 0.8505 + 0.0001 | 0.9904 + 0.0009 | 0.9938 + 0.0015
X2 0.8415 £ 0.0008 | 0.8500 4 0.0001 | 0.9900 4 0.0009 | 0.9996 4+ 0.0015
D0/Z0 0.7851 £ 0.0009 | 0.7982 4 0.0002 | 0.9835 4+ 0.0011 | 0.9934 + 0.0015
5 jet tracks | 0.7838 £ 0.0009 | 0.7967 + 0.0002 | 0.9837 & 0.0011 | 1.0002 + 0.0017
cosf < 0.95 0.7350 £ 0.0009 | 0.7494 4+ 0.0002 | 0.9808 4+ 0.0012 | 0.9970 + 0.0017
Table 7.3: QIPBTAG track selection in data and Monte Carlo for 189 - 207 GeV.
Energy or, (p > 400 MeV) or, (D0/Z0) or, (Type 0)
(GeV) Event tag | Hemi tag || Event tag | Hemi tag || Event tag | Hemi tag
189 0.00297 0.00458 0.00118 0.00035 0.00002 0.00003
192 0.00371 0.01774 0.00026 0.00049 0.00006 0.00001
196 0.00327 0.00820 0.00026 0.00275 0.00002 0.00011
200 0.00235 0.00592 0.00022 0.00052 0.00003 0.00005
202 0.00580 0.01195 0.00161 0.00044 0.00140 0.00064
205 0.00332 0.00705 0.00153 0.00133 0.00006 0.00011
207 0.00599 0.00221 0.00097 0.00155 0.00004 0.00006
189 - 207 0.00366 0.00551 0.00046 0.00049 0.00008 0.00004

Table 7.4: The systematic errors og, for each energy due to the QIPBTAG p > 400 MeV, D0/Z0
and type 0 track selection cuts.
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Energy | og, (Smearing parameters)
(GeV) | Event tag | Hemi tag
189 0.00104 0.00138
192 0.00063 0.00166
196 0.00068 0.00112
200 0.00064 0.00131
202 0.00186 0.00057
205 0.00126 0.00212
207 0.00112 0.00218

189 - 207 0.00099 0.00146

Table 7.5: The systematic errors o, for each energy due to the smearing parameters.

7.5 Impact parameter smearing

The smearing parameters were subject to a statistical uncertainty due to the finite
statistics available in the Z° peak calibration data and Monte Carlo. A systematic
error due to the statistical errors on the smearing parameters was evaluated for each
energy by adjusting the smearing parameters by their error. The resulting errors on

Ry, are shown in Table 7.5.

7.6 B physics

For any measurement which involves the selection of ete™ — bb events the B mod-
elling in data and Monte Carlo must agree well. It was therefore important that the

physics of B production and decay was well reproduced in the Monte Carlo.

Secondary vertex impact parameter magnitudes are a function of the B lifetime
and the number of impact parameters a function of the B decay multiplicity. Addi-
tionally each B species has its own mean lifetime and multiplicity. It was therefore
important for good b-tagging in the Monte Carlo that the lifetimes, multiplicities

and B production rates were well modelled.

7.6.1 The B lifetime

The current measured values for the mean lifetimes of the different B species were

used as input parameters in the Monte Carlo. From Figure 7.4 a) it may be seen
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Species | 7 (s x 107 '2) | A7 (s x 10 '?)
B* 1.653 0.028

By 1.548 0.032

By 1.493 0.062
Other 1.229 0.080
Mean 1.576 0.016

Table 7.6: The current measured values for the B mean lifetimes and their errors. Taken from
reference [8].

that there is a good agreement between the B mean lifetime for all B species in
the Monte Carlo and the measured values shown in Table 7.6. However the error
on these lifetime measurements means that the B decay times in the Monte Carlo
may not be modelled correctly. In order to estimate the resulting uncertainty on

Ry, each B hadron in the Monte Carlo was assigned a weight as follows.

The number N, (t) of unstable (decaying) particles with mean lifetime 7 decaying

at time ¢ is described by the well known exponential decay law:
N.(t)oce ™ . (7.2)

If the mean lifetime is changed by its error A7 then the number of particles decaying
at time ¢ changes by a factor W

B NT+AT(t) B 6—t/(T+AT)
WT - NT(t) - eit/T (73)

where N, a-(t) and N, (t) are the number of particles decaying at time ¢ with mean
lifetimes 7+ A7 and 7 respectively. This factor W, was therefore the weight applied
to each B hadron in the Monte Carlo. The weight for a hemisphere or event was
then taken as the product of the weights for each of the B hadrons in that event or
hemisphere. The B lifetime event weight distribution for all 189 - 207 GeV Monte
Carlo is shown in Figure 7.4 (b). The resulting systematic errors are shown in

Table 7.7.

7.6.2 The B multiplicity

Unlike the B lifetime the current measurements for the mean B decay multiplicities

were not used as input parameters in the Monte Carlo. Any discrepancies between
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Figure 7.4: The B decay times in 189 - 207 GeV Monte Carlo for all B species (a), and the
resulting B lifetime event weights for all B species (b).

Energy or, (B lifetime)
(GeV) | Event tag | Hemi tag

189 0.00022 0.00003
192 0.00019 0.00006
196 0.00019 0.00001
200 0.00019 0.00001
202 0.00014 0.00002
205 0.00017 0.00002
207 0.00013 0.00002

189 - 207 0.00018 0.00001

Table 7.7: The systematic errors o, for each energy due to the B lifetime.
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the decay multiplicity distributions in data and Monte Carlo will therefore lead
to a systematic uncertainty on R,. The B decay multiplicity distribution may be
approximated by a Gaussian function, so that the number of B decays N(f3) with
mean multiplicity p decaying with multiplicity S is given by:

N(B) e’ /20 (7.4)

where o is the root mean square (rms) width of the multiplicity distribution. Fig-
ure 7.5 (a) shows the multiplicity distribution for all B species in 189 - 207 GeV
Monte Carlo and the resulting Gaussian approximation. If for a given B species the
mean decay multiplicity in data is jigata and the mean multiplicity in Monte Carlo
is ptarc, then the weight Wjs for each B decay with multiplicity £ is:

Ndata(ﬁ) . @(ﬁ_ﬂdata)2/20§/lc

Ws = = ‘
g NMC(B) e(ﬁ—MMC)Z/Q‘TI%/[c

(7.5)

where Ngaia(8) and Nyc() are the number of B hadrons decaying with multiplicity
[ in data and Monte Carlo respectively. It should be noted that as no measurement
for the rms width of the B decay multiplicity has been made, the value for the
rms width in data is approximated with the width from the Monte Carlo. Currently
there are also no reliable measurements of the mean decay multiplicities for separate
B species, only a single measurement for all species. The values for the mean decay

multiplicities in data for each of the B species were therefore estimated as:

Mfiata = MiAC + Aﬂall (76)

where (15,,. is the estimated mean decay multiplicity in data for species s, (3¢ is

all

the mean multiplicity in Monte Carlo for species s and Ap®" is defined as:

APt = piaia = Hhto (7.7)

where g3l is the current measured value of the mean multiplicity for all B hadrons
and p3l, the mean multiplicity for all B hadrons in Monte Carlo. The value of the
measured mean multiplicity for all B hadrons p3l, was taken as 4.955 & 0.062 from
reference [52]. The root mean square values for the data distributions were taken to

be the same as the rms values oy for the Monte Carlo distributions.




132 Systematic errors

Energy or, (B multiplicity)
(GeV) | Event tag | Hemi tag
189 0.00055 0.00002
192 0.00051 0.00008
196 0.00055 0.00003
200 0.00080 0.00003
202 0.00062 0.00002
205 0.00048 0.00002
207 0.00054 0.00004
189 - 207 0.00059 0.00002

Table 7.8: The systematic errors op, for each energy due to the B multiplicity.

The weight for a hemisphere or event was then taken as the product of the
weights of all the B decays in that event or hemisphere. The B multiplicity event
weight distribution for all B hadrons in 189 - 207 GeV Monte Carlo is shown in

Figure 7.5 (b). The resulting systematic errors are shown in Table 7.8.
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Figure 7.5: The B multiplicity distribution in 189 - 207 GeV Monte Carlo for all B species (a),
and the resulting B multiplicity event weights for all B species (b).

7.6.3 The B production fractions

Different B species have different mean decay multiplicities and lifetimes, introduc-

ing a systematic uncertainty if the production fractions of the different B species in
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Monte Carlo do not match those in data. The numbers of the different B species
present in 189 - 207 GeV Monte Carlo (normalised to 10,000 events) are shown in
Figure 7.6. The corresponding production fractions and the current measured val-
ues are shown in Table 7.9. The Monte Carlo production fractions agree with the
measured values to within two sigma. Therefore for simplicity the weights applied
to each B hadron in the Monte Carlo corresponded to the errors on the measured
production fractions. The resulting systematic errors for B* and B, production
are shown in Table 7.10. The systematic errors for B, production and all other B

species production are shown in Table 7.11.
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Figure 7.6: B species production in 189 - 207 GeV Monte Carlo, normalised to 10,000 events.

7.7 Jet rates

It was considered possible that the tagging of events and hemispheres may have
been dependent on the number of jets clustered (jet topology). If the jet topolo-

gies in data and Monte Carlo did not match, then this would introduce a source of
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Species | Np© | fp° (%) | f5"* (%)
B* 281764 0.9 [ 389+13
By 279622 40.6 | 389413
B, 67550 9.8 10.7 + 1.4

Other | 59893 8.7 11.6 + 2.0

Table 7.9: B production fractions in 189 - 207 GeV Monte Carlo and the current measured values,
taken from reference [8]. The statistical errors on the Monte Carlo fractions are negligible.

Table 7.10: The systematic errors og, for each energy due to the B* and By production fractions.

Table 7.11: The systematic errors og, for each energy due to the By and Byther production

Energy or, (BT production) or, (By production)
(GeV) | Event tag | Hemi tag | Event tag | Hemi tag
189 0.00003 0.00000 0.00001 0.00000
192 0.00003 0.00003 0.00000 0.00002
196 0.00002 0.00002 0.00001 0.00002
200 0.00004 0.00005 0.00000 0.00000
202 0.00001 0.00000 0.00002 0.00001
205 0.00002 0.00004 0.00001 0.00006
207 0.00001 0.00001 0.00001 0.00001
189 - 207 0.00002 0.00001 0.00001 0.00002

Energy or, (Bs production) 0r, (Bother Production)

(GeV) | Event tag | Hemi tag | Event tag | Hemi tag
189 0.00005 0.00003 0.00016 0.00005
192 0.00000 0.00006 0.00013 0.00010
196 0.00001 0.00007 0.00016 0.00003
200 0.00002 0.00011 0.00018 0.00001
202 0.00003 0.00000 0.00009 0.00002
205 0.00002 0.00000 0.00011 0.00001
207 0.00002 0.00000 0.00012 0.00001
189 - 207 0.00001 0.00003 0.00014 0.00001

fractions.
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systematic error. The tagging of events with two, three and four jets in data and

Monte was therefore investigated, along with a comparison of the jet topologies.

In Figure 7.7 it may be seen that the jet topologies for all preselected events in
189 - 207 GeV data and Monte Carlo agree well. Additionally it can also be seen
that the fraction of two, three and four jet events as a function of the event tag
in both data and Monte Carlo agree well, to within one sigma on the statistical
error. Therefore it is not important if the tagging is dependent on the number of
jets clustered. However the flatness of the plots demonstrates that the tagging is in

fact independent of the number of jets.

Due to the good agreement between the jet topologies in data and Monte Carlo,

it was therefore unnecessary to include any systematic error on Ry.
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Figure 7.7: The jet clustering distributions for all preselected events in 189 - 207 GeV data and
Monte Carlo (left) and the fraction of two, three and four jet events as a function of the event tag
(right).

7.8 Hadronic background modelling

The measurement of R, is dependent on accurate modelling of the uds and ¢ back-

grounds in the Monte Carlo. A peak in the measurement of R, using Z calibration
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data for low cut values with the event tag indicated that the backgrounds in Monte
Carlo may not accurately reproduce the data. This was one of the motivations for
smearing the impact parameters. This hypothesis was supported by the discrepan-
cies between the B efficiencies measured in data (which is a function of the Monte
Carlo estimated backgrounds) and Monte Carlo using the hemisphere tag for low

cut values.

7.8.1 Non-radiative hadronic background

The uncertainty on the uds and ¢ backgrounds was estimated using the hemisphere
tag, by adjusting the uds and c efficiencies for each hemisphere cut value so that the
B hemisphere efficiencies in data and Monte Carlo matched. For each selection cut
on the b-tag the uds and c efficiencies were varied by +£100 % in 1 % increments,
resulting in a total of 200 x 200 different efficiency combinations. The value for the
B efficiency in data was calculated for each uds and ¢ efficiency combination, and

the result compared to the Monte Carlo estimated B efficiency.

As the efficiencies were incremented in finite steps of 1 %, an exact match in the
B efficiencies was generally not seen. A B efficiency match was therefore defined as
the combination of uds and c efficiencies which immediately preceded a change in the
sign of the difference between the two B efficiencies, or when the two B efficiencies
agreed to within 0.5 %. These criteria resulted in multiple possible combinations
of the uds and c efficiencies for each cut. A single combination was then selected
by choosing the combination which minimised the change to both the uds and ¢

efficiencies.

It is extremely difficult to convert a hemisphere uncertainty for a given cut value
to an equivalent event uncertainty. The hemisphere uncertainties obtained were
therefore used to put an approximate upper limit on the uds and ¢ background un-
certainties for both event and hemisphere tags. For the region between a hemisphere
selection cut of 1.5 and 3.5, where statistics are maximised, the change required for
both the uds and ¢ efficiencies was found to be ~11 %. This uncertainty was there-

fore applied to both the uds and c efficiencies estimated from Monte Carlo for both
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Energy or, (uds background) or, (¢ background)
(GeV) | Event tag | Hemi tag | Event tag | Hemi tag

189 0.00063 0.00008 0.00236 0.00202
192 0.00062 0.00012 0.00231 0.00316
196 0.00065 0.00008 0.00236 0.00214
200 0.00068 0.00008 0.00235 0.00230
202 0.00064 0.00007 0.00214 0.00216
205 0.00068 0.00008 0.00228 0.00246
207 0.00067 0.00008 0.00222 0.00250

189 - 207 0.00065 0.00008 0.00230 0.00224

Table 7.12: The systematic errors op, for each energy due to the uds and ¢ backgrounds.

Table 7.13: The systematic errors og, for each energy due to radiative background.

Energy | og, (Radiative background)
(GeV) | Event tag| Hemi tag
189 0.00266 0.00128
192 0.00251 0.00176
196 0.00255 0.00128
200 0.00265 0.00129
202 0.00213 0.00122
205 0.00223 0.00133
207 0.00230 0.00130

189 - 207 0.00247 0.00129

the event and hemisphere tags for all cut values. The resulting systematic errors on

Ry, for all energies are shown in Table 7.12.

7.8.2 Radiative hadronic background

Due to the small radiative background content it was difficult to ascertain how well

modelled the radiative background was in Monte Carlo. A systematic error on R,

was estimated by varying this background by + 50 %. The resulting errors are

shown in Table 7.13.

7.9 Standard Model cross-sections

The values for the hadronic, W*W ™ and Z°Z° cross-sections in the Standard Model

are subject to a theoretical error. This therefore leads to an uncertainty on the




138 Systematic errors

Energy | og,(Hadronic cross-section) || og,(WW /ZZ cross-section)
(GeV) | Event tag| Hemi tag Event tag | Hemi tag
189 0.00009 0.00002 0.00032 0.00016
192 0.00009 0.00004 0.00031 0.00021
196 0.00009 0.00002 0.00033 0.00016
200 0.00009 0.00003 0.00036 0.00021
202 0.00008 0.00004 0.00028 0.00011
205 0.00009 0.00003 0.00029 0.00014
207 0.00009 0.00004 0.00032 0.00021

189 - 207 0.00009 0.00002 0.00032 0.00017

Table 7.14: The systematic errors og, for each energy due to the hadronic and W+W=/Z°2°
theoretical cross-sections.

efficiencies and backgrounds estimated from Monte Carlo. Values for the theoret-
ical errors were taken from [53], which quotes the hadronic cross-section error to
be 0.26 %, with W*W = and Z°Z° cross-section errors of ~2 %. The systematic
uncertainty on I, was evaluated by adjusting the cross-sections by their errors. The

resulting systematic errors are shown in Table 7.14.

7.10 Electromagnetic calorimeter calibration

An additional systematic error on R, arises from uncertainties in the calibration
of the electromagnetic calorimeter. Studies of the calorimeter energy scale calibra-
tion [54] put the resulting uncertainty on the event preselection at ~1.0 %. The
event preselection in the Monte Carlo was therefore adjusted by this amount in or-

der to evaluate the uncertainty on Iy, resulting in the systematic errors listed in

Table 7.15.

7.11 Monte Carlo statistics

The backgrounds estimated from Monte Carlo were subject to a statistical error due
to the finite Monte Carlo statistics available. The resulting Monte Carlo statistical

errors on Ry are listed in Table 7.16.
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Energy | op, (ECAL calibration)

(GeV) | Event tag | Hemi tag
189 0.00040 0.00003
192 0.00040 0.00007
196 0.00041 0.00004
200 0.00041 0.00004
202 0.00037 0.00008
205 0.00039 0.00002
207 0.00039 0.00002
189 - 207 0.00040 0.00003

Table 7.15: The systematic errors og, for each energy due to the ECAL energy scale calibration.

Energy | og, (Monte Carlo statistics)
(GeV) |Event tag| Hemi tag
189 0.00074 0.00047
192 0.00070 0.00077
196 0.00072 0.00049
200 0.00081 0.00053
202 0.00071 0.00051
205 0.00082 0.00071
207 0.00073 0.00060

189 - 207 0.00028 0.00020

Table 7.16: The systematic errors o, for each energy due to Monte Carlo statistics.
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Energy | Luminosity | Luminosity Errors (pb ')

(GeV) (pb 1) Stat. | Theo. | Syst. | Total
189 174.209 0.202 | 0.213 | 0.706 | 0.765
192 28.931 0.083 | 0.035 | 0.113 | 0.145
196 79.857 0.141 | 0.097 | 0.312 | 0.356
200 86.277 0.150 | 0.105 | 0.337 | 0.384
202 41.893 0.106 | 0.051 | 0.164 | 0.202
205 81.644 0.149 | 0.100 | 0.337 | 0.382
207 133.654 0.193 | 0.163 | 0.552 | 0.607

Table 7.17: Data integrated luminosities and the statistical, theoretical and systematic errors for
each energy.

Energy og, (Luminosity)
(GeV) | Event tag | Hemi tag
189 0.00022 0.00000
192 0.00022 0.00001
196 0.00023 0.00000
200 0.00023 0.00001
202 0.00020 0.00003
205 0.00021 0.00001
207 0.00021 0.00001
189 - 207 0.00022 0.00000

Table 7.18: The systematic errors op, for each energy due to the integrated luminosity.

7.12 The data integrated luminosity

The total data integrated luminosities recorded for each energy are subject to sta-
tistical, systematic and theoretical errors. These errors are shown in Table 7.17. As
the Monte Carlo is normalised according to the integrated luminosity, these errors
result in a systematic uncertainty on R,. A single systematic error was evaluated
for each energy by adjusting the integrated luminosities by their total error. The

resulting errors are shown in Table 7.18.

7.13 The hemisphere tagging correlation coeffi-
cient

The probability of tagging both hemispheres in an event is not exactly the square of
the probability of tagging one hemisphere as discussed in Section 4.6.7. In order to
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Energy (GeV) p
189 1.00422
192 0.99727
196 1.00271
200 1.00355
202 0.99748
205 0.99760
207 0.99740
189 - 207 1.00031

Table 7.19: The B hemisphere tagging correlation coefficients, p, from Monte Carlo for each
energy.

Energy | og, (Hemi tag correlation)
(GeV) | Event tag | Hemi tag
189 0.00081
192 0.00068
196 0.00086
200 NA 0.00087
202 0.00079
205 0.00055
207 0.00108

189 - 207 0.00027

Table 7.20: The systematic errors og, for each energy due to the hemisphere tagging correlation
coefficient. Note this error is not applicable for the event tag.

account for this the hemisphere tagging correlation coefficient p is estimated from
B Monte Carlo. The values found for p at each energy are listed in Table 7.19. As
it was not clear how well the B event and hemisphere efficiencies were modelled in
the Monte Carlo, a systematic on R, was evaluated by setting p = 1. The resulting

systematic errors for each energy are shown in Table 7.20.

7.14 Total systematic errors

All the systematic errors were assumed to be independent. The total systematic error
for each energy was therefore obtained by adding all the individual systematic errors
in quadrature. All the systematic errors evaluated for each energy and their totals

are shown in Tables 7.21 and 7.22 for the event and hemisphere tags respectively.
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Systematic (Event tag) 189 192 196 200 202 205 207 189 - 207
Yeur £ 50 % 0.00366 | 0.00523 | 0.00155 | 0.00666 | 0.00853 | 0.00840 | 0.00450 | 0.00319
QIPBTAG track selection
p > 400 MeV 0.00297 | 0.00371 | 0.00327 | 0.00235 | 0.00580 | 0.00332 | 0.00599 | 0.00366
D0/Z0 0.00118 | 0.00026 | 0.00026 | 0.00022 | 0.00161 | 0.00153 | 0.00097 | 0.00046
Type 0 0.00002 | 0.00006 | 0.00002 | 0.00003 | 0.00140 | 0.00006 | 0.00004 | 0.00008
B physics
B lifetime 0.00022 | 0.00019 | 0.00019 | 0.00019 | 0.00014 | 0.00017 | 0.00013 | 0.00018
B multiplicity 0.00055 | 0.00051 | 0.00055 | 0.00080 | 0.00062 | 0.00048 | 0.00054 | 0.00059
B* production 0.00003 | 0.00003 | 0.00002 | 0.00004 | 0.00001 | 0.00002 | 0.00001 | 0.00002
By production 0.00001 | 0.00000 | 0.00001 | 0.00000 | 0.00002 | 0.00001 | 0.00001 | 0.00001
B, production 0.00005 | 0.00000 | 0.00001 | 0.00002 | 0.00003 | 0.00002 | 0.00002 | 0.00001
Other production | 0.00016 | 0.00013 | 0.00016 | 0.00018 | 0.00009 | 0.00011 | 0.00012 | 0.00014
Background modelling
uds content 0.00063 | 0.00062 | 0.00065 | 0.00068 | 0.00064 | 0.00068 | 0.00067 | 0.00065
¢ content 0.00236 | 0.00231 | 0.00236 | 0.00235 | 0.00214 | 0.00228 | 0.00222 | 0.00230
Radiative hadronic | 0.00266 | 0.00251 | 0.00255 | 0.00265 | 0.00213 | 0.00223 | 0.00230 | 0.00247
SM cross-sections
Hadronic 0.00009 | 0.00009 | 0.00009 | 0.00009 | 0.00008 | 0.00009 | 0.00009 | 0.00009
| e AVA 0.00032 | 0.00031 | 0.00033 | 0.00036 | 0.00028 | 0.00029 | 0.00032 | 0.00032
ECAL calibration 0.00040 | 0.00040 | 0.00041 | 0.00041 | 0.00037 | 0.00039 | 0.00039 | 0.00040
MC statistics 0.00074 | 0.00070 | 0.00072 | 0.00081 | 0.00071 | 0.00082 | 0.00073 | 0.00028
Smearing parameters 0.00104 | 0.00063 | 0.00068 | 0.00064 | 0.00186 | 0.00126 | 0.00112 | 0.00099
Luminosity 0.00022 | 0.00022 | 0.00023 | 0.00023 | 0.00020 | 0.00021 | 0.00021 | 0.00022
Total 0.00624 | 0.00739 | 0.00523 | 0.00806 | 0.01118 | 0.00986 | 0.00838 | 0.00611

Table 7.21: All evaluated systematic errors and their totals for each energy with the event tag.




Systematic (Hemisphere tag) 189 192 196 200 202 205 207 189 - 207
Yeur £ 50 % 0.00424 | 0.02212 | 0.00434 | 0.00633 | 0.01216 | 0.00840 | 0.00654 | 0.00289
QIPBTAG track selection
p > 400 MeV 0.00458 | 0.01774 | 0.00820 | 0.00592 | 0.01195 | 0.00705 | 0.00221 | 0.00551
D0/Z0 0.00035 | 0.00049 | 0.00275 | 0.00052 | 0.00044 | 0.00133 | 0.00155 | 0.00049
Type 0 0.00003 | 0.00001 | 0.00011 | 0.00005 | 0.00064 | 0.00011 | 0.00006 | 0.00004
B physics
B lifetime 0.00003 | 0.00006 | 0.00001 | 0.00001 | 0.00002 | 0.00002 | 0.00002 | 0.00001
B multiplicity 0.00002 | 0.00008 | 0.00003 | 0.00003 | 0.00002 | 0.00002 | 0.00004 | 0.00002
B* production 0.00000 | 0.00003 | 0.00002 | 0.00005 | 0.00000 | 0.00004 | 0.00001 | 0.00001
By production 0.00000 | 0.00002 | 0.00002 | 0.00000 | 0.00001 | 0.00006 | 0.00001 | 0.00002
B, production 0.00003 | 0.00006 | 0.00007 | 0.00011 | 0.00000 | 0.00000 | 0.00000 | 0.00003
Other production 0.00005 | 0.00010 | 0.00003 | 0.00001 | 0.00002 | 0.00001 | 0.00001 | 0.00001
Background modelling
uds content 0.00008 | 0.00012 | 0.00008 | 0.00008 | 0.00007 | 0.00008 | 0.00008 | 0.00008
¢ content 0.00202 | 0.00316 | 0.00214 | 0.00230 | 0.00216 | 0.00246 | 0.00250 | 0.00224
Radiative hadronic 0.00128 | 0.00176 | 0.00128 | 0.00129 | 0.00122 | 0.00133 | 0.00130 | 0.00129
SM cross-sections
Hadronic 0.00002 | 0.00004 | 0.00002 | 0.00003 | 0.00004 | 0.00003 | 0.00004 | 0.00002
WHw=/z°2° 0.00016 | 0.00021 | 0.00016 | 0.00021 | 0.00011 | 0.00014 | 0.00021 | 0.00017
ECAL calibration 0.00003 | 0.00007 | 0.00004 | 0.00004 | 0.00008 | 0.00002 | 0.00002 | 0.00003
MC statistics 0.00047 | 0.00077 | 0.00049 | 0.00053 | 0.00051 | 0.00071 | 0.00060 | 0.00020
Smearing parameters 0.00138 | 0.00166 | 0.00112 | 0.00131 | 0.00057 | 0.00212 | 0.00218 | 0.00146
Luminosity 0.00000 | 0.00001 | 0.00000 | 0.00001 | 0.00003 | 0.00001 | 0.00001 | 0.00000
Hemisphere tag correlation 0.00081 | 0.00068 | 0.00086 | 0.00087 | 0.00079 | 0.00055 | 0.00108 | 0.00027
Total 0.00690 | 0.02866 | 0.01011 | 0.00923 | 0.01729 | 0.01163 | 0.00802 | 0.00692

Table 7.22: All evaluated systematic errors and their totals for each energy with the hemisphere tag.

SIOIIO JIJRWI)ISAS [0, FI°L

154!




144

Chapter 8

The calibrated event tag and final
results

8.1 Introduction

Previous ALEPH measurements of R, at LEP2 have all been made with the event
tag due to low statistics. In order to be compatible with previously published re-
sults, it was desirable to use the same tag. However the hemisphere tag technique

is a much more reliable method as the B selection efficiency is measured from data.

Due to an observed discrepancy between the B selection efficiencies in data
and Monte Carlo, the hemisphere tag was used to calibrate the event tag. In this
chapter the calibration of the event tag is described, followed by the evaluation of
the statistical and systematic errors on the calibrated results. The final calibrated

results for all energies between 189 and 207 GeV are then presented.

8.2 The B hemisphere selection efficiency at LEP2

Studies at the Z° peak showed that the B efficiency modelling in Monte Carlo agreed
to within ~0.5 % of the data and one sigma of the statistical error for regions of
high statistics. Thus it was concluded that the B modelling in the Z° peak Monte
Carlo was sufficiently accurate to enable a reliable measurement of R, at the Z°

peak with the event tag. However a much larger discrepancy was found between the
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B hemisphere selection efficiencies in data and Monte Carlo at LEP2.

From Figure 6.2 it can be seen that for the region 2.0 < b-tag < 4.0 (in which the
optimum cut value is found) the B efficiencies in all 189 - 207 GeV data and Monte
Carlo agree to within one sigma of the statistical error. However the discrepancy
between the efficiencies is ~4 %, which is nearly an order of magnitude greater than
the discrepancy at the Z° peak. As expected this discrepancy in the efficiencies is
seen to result in discrepancies between the event and hemisphere tag values for Ry,

as seen in Figure 6.4.

In order to compensate for this discrepancy between the B efficiencies, the hemi-
sphere tag was used to calibrate the event tag. This therefore enabled the reliability
of the hemisphere tag to be utilised, whilst taking advantage of the higher statistical
resolution afforded by the event tag.

8.3 Event tag calibration

Each event tag result is weighted by the ratio of the hemisphere and event tag results
obtained for the whole data set. The calibration ratio C is therefore defined as

(R}})an

C =
(Ri)all

(8.1)

where (R})an and (Rf),, are R, measured with the hemisphere and event tags re-
spectively for all 189 - 207 GeV data. Each event tag result is then scaled by this

factor C' to produce the final values for R, at each energy:
(B = (B);xC (8.2)

where (R}); is the final value for R, at energy i and (R), is the event tag value at
energy i. The errors on (R}).i and (Rg),, result in an error on C, which therefore
introduces an additional source of error on the final R; values. However there is a
correlation between C' and (Rf); as the events used to measure (Rj); are included in

C. In order to evaluate the errors on the final calibrated event tag results at each
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individual energy point, knowledge of this correlation is thus required.

However this is not true for the final combined result. If the event tag result for

all data combined is scaled by the calibration factor:

(R})an
(RE ) all

so that by definition the calibrated event tag value of R, for all data combined is

(Ri)all = (Rg)all xC = (Rg)all X = (Rg)all (83)

given by the value of R, measured with the hemisphere tag for all data combined.
Additionally, as proved in Appendix B, the errors (both statistical and systematic)
on the calibrated event tag value of R, for all data combined should also be the

same as those for the combined hemisphere tag value:
f h
Oal = Oan (8.4)

where o is the error on the calibrated event tag result for all data combined and
ol is the error on the hemisphere tag result for all data combined. The final result
for the combined data is therefore given by the result obtained with the hemisphere

tag for the combined data, and thus no knowledge of the correlation is required’.

However for the individual energy points the correlation between C' and (Rf);
must be evaluated. Determining this correlation is not trivial, and thus an alterna-

tive approach was implemented.

8.4 The weighted mean

The results presented in Chapter 6 for all 189 - 207 GeV data were evaluated by
summing the selected events or hemispheres at each energy point, as described in
Section 6.2. However an alternative definition for the combined value of R} is given
by the weighted mean of the individual results at each energy. The weighted mean

value for each tag is given by:

i=7 i=7
Bmean = D0t X (B)i 5 (B) e = D_AX(B),  (85)

I As shown in Appendix B, the final calibrated errors for the combined data are equal to those
obtained with the hemisphere tag because the correlations cancel.
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Tag ‘ Combined R, ‘ Mean R, ‘

Event 0.14236 £+ 0.00564 | 0.14217 £+ 0.00563
Hemisphere | 0.15138 + 0.01200 | 0.15056 £ 0.01195

Table 8.1: The weighted mean and original combined values of R, plus their statistical errors
measured with the event and hemisphere tags.

where the contributions of each individual result for the event tag, a;, and for the

hemisphere tag, 3;, are inversely proportional to the square of their statistical errors:

=7 -1 =7 -1
o (mED) e (R

i=1 % i=1 ¥

where o,, and o,, are the statistical errors at energy ¢ on the event and hemisphere
tag results respectively. Similarly to Equation 8.5, the statistical errors on the

weighted mean values are given by

i=7 i=7
(02) mean = Zai X 0p 5 (0y)ean = Zﬁi X 0y, . (8.7)
i=1 i=1

This method for evaluating a combined result should yield very similar values to
those obtained with the original method of summing the selected events or hemi-
spheres at each energy, and then evaluating R;,. The weighted mean values, the
original combined values and their statistical errors for both tags are shown in Ta-
ble 8.1, where it can be seen that the results for the two methods are indeed very

similar.

The motivation for using the weighted mean is that this definition for the com-
bined R, value allows the evaluation of the statistical errors on the final calibrated
values without having to evaluate a correlation between C' and (Rj);. The calibration

factor C is now redefined as
(R)mean
(B5) mean

which results in a value of C' = 1.05901. This definition of C' is then used to evaluate

C = (8.8)

the statistical errors on the calibrated results as follows.
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8.5 Evaluation of the statistical errors

Letting (R§); = zi, (R}}). = y; and (R}). = R; in order to simplify the notation, then

from Equations 8.2 and 8.8 the final value for R, at energy i is given by
(Bryr + ... + Bryr)

R = x 8.9
i (O[ll‘1 + ...+ O£7l‘7) ( )

so that R, is simply a function of all the individual energy measurements made with
both tags:
Ry = Ri(21, 7,91, Y7) - (8.10)

The error on R; can then be calculated from standard error propagation. The only
correlations present are those between the two values of R, measured with each tag
at the same energy, as these results are based on the same data. Results at different
energies are statistically completely independent of each other as they are calculated

from separate data. Thus the statistical error on R; is given by

OR:\* OR:\* OR:\ [OR;
<agj1> Uii - (8%) O.Zi + 2pfiyi (a—xl> (8—%> inayi] (8.11)

where p,,,. is the correlation at energy i between the measurements of R, with each

i=7

2_§
URi_

i=1

tag. Evaluating the statistical errors in this way therefore does not require a knowl-
edge of the correlation between C' and (Rj);, but only requires knowledge of the
correlation between the event and hemisphere tag results at each energy. However
for this to be a valid method of calculating the statistical errors on the final cal-
ibrated values, the weighted mean values of R, must yield very similar values to
the original method of summing the selected events or hemispheres at each energy.
From Table 8.1 this was seen to be the case. However, for consistency, the original
definition for the combined values of R, was discarded, and the combined value re-

defined as the weighted mean value.

All the quantities in Equation 8.11 are therefore known, with the exception of the
correlations between the event and hemisphere tag measurements at each energy.
Assuming this correlation is the same for each energy, it is expected from Equa-

tion 8.9 that the first term on the right hand side, x;, will suppress the correlations
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between each of the x;, y; pairs in the second term as, by definition:

i=7 i=7
g =15 Y g =1. (8.12)
i=1 i=1

The correlation between the event and hemisphere tag results was estimated from

data, and is described in the following section.

8.6 Hemisphere and event tag correlation

The correlation between R, measured with the event and hemisphere tags was as-
sumed to be the same for each energy. Thus the correlation was calculated from the
two sets of results obtained with each tag. The correlation p between two data sets

x and y is defined as

b = cov(x,y) _ TY-TY (8.13)

050y 040y

where o, (0,) is the standard deviation on x (y), defined as:
o, = Va2 —12 (8.14)

which results in a correlation coefficient of p = 0.48 for the two sets of R} results.
The two sets of results obtained with the event and hemisphere tags are therefore
reasonably well positively correlated. A scatter plot of the results is shown in Fig-
ure 8.1. Having found the correlation coefficient the final statistical errors may then

be calculated according to Equation 8.11.

The statistical errors on the final calibrated values for R, were evaluated at each
energy and for the weighted mean value with several different values for the corre-
lation coefficient. The results for all energies are shown in Table 8.2 for correlation
coefficients of 0, 0.48 and 1. As expected the results have little dependence on the
value of the correlation coefficient. Additionally the result for the weighted mean
value is completely independent of the correlation. This was also expected as by
definition the statistical error on the final calibrated value for R, is given by the sta-
tistical error on the weighted mean hemisphere tag result, whatever the correlation
between the event and hemisphere tag results. The statistical errors obtained with

a correlation coefficient of 0.48 were then taken as the final statistical errors.




150

The calibrated event tag and final results

0.24

0.22

R, (event tag)

0.2

0.1

0.08

® [ndividual results

O Combined result

0.08 0.1 0.12

0.14 016 018 02 022 024
R, (hemi tag)

Figure 8.1: Scatter plot of R, measured with an event tag versus a hemisphere tag for all 189 -
207 GeV energies. The combined data point is also shown; however this was not included in the
calculation of the correlation between the two sets of results and the best fit line shown.

Energy or, (Statistical error)
(GeV) p=0 | p=048| p=1
189 0.01560 | 0.01571 | 0.01583
192 0.02752 | 0.02708 | 0.02660
196 0.01921 | 0.01938 | 0.01957
200 0.02119 | 0.02089 | 0.02057
202 0.02353 | 0.02397 | 0.02444
205 0.01888 | 0.01898 | 0.01909
207 0.01680 | 0.01655 | 0.01628
189 - 207 | 0.01195 | 0.01195 | 0.01195

Table 8.2: The statistical errors on the final calibrated event tag measurements for three different
correlations between the event and hemisphere tag results.
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8.7 Evaluation of the systematic errors

Although the evaluation of some of the systematic errors depends on the avail-
able statistics, there is no reason why any of the systematic uncertainties should
vary significantly between each energy point at which R, has been measured. The
value of each of the systematic errors evaluated for the whole 189 - 207 GeV data set

therefore represents the best estimation of each systematic uncertainty for both tags.

The systematic errors were assumed to be independent of energy, so that the frac-
tional systematic errors at each energy point are equal to the fractional systematic

errors for the combined data set:

of Ufu Uhu
L a = a (8.15)
(R£)1 (Rg) all (R}:)all
so that
of = (R). x i (8.16)
1 Vi (R}:)a,ll .

where of is the systematic error at energy i on the calibrated event tag value of Ry.
The systematic errors on the hemisphere tag weighted mean result were taken to
be those evaluated with the original summed data sample. Equation 8.16 therefore
becomes:

h

of = (R}). x ﬁ (8.17)
b/ mean

which was used to calculate values for all the systematic errors considered in Chap-
ter 7 for each calibrated event tag result. The final systematic errors on the cali-

brated event tag results are listed in Table 8.3.

8.8 Final results for R, at 189 - 207 GeV

The final values for Ry, were obtained by weighting the event tag results by the cali-
bration factor C' as described in Section 8.3. The combined R, values for the whole
189 - 207 GeV data set were taken to be the weighted mean values. The statistical

and systematic errors were evaluated as described in Sections 8.5 and 8.7.
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Systematic (Hemisphere tag) | 189 192 196 200 202 205 207 [ 189 - 207
Yeur = 50 % 0.00305 | 0.00277 | 0.00285 | 0.00332 | 0.00246 | 0.00260 | 0.00280 | 0.00289
QIPBTAG track selection
p > 400 MeV 0.00582 | 0.00527 | 0.00543 | 0.00632 | 0.00469 | 0.00495 | 0.00534 | 0.00551
D0/Z0 0.00052 | 0.00047 | 0.00048 | 0.00056 | 0.00042 | 0.00044 | 0.00047 | 0.00049
Type 0 0.00004 | 0.00004 | 0.00004 | 0.00005 | 0.00003 | 0.00004 | 0.00004 | 0.00004
B physics
B lifetime 0.00001 | 0.00001 | 0.00001 | 0.00001 | 0.00001 | 0.00001 | 0.00001 | 0.00001
B multiplicity 0.00002 | 0.00002 | 0.00002 | 0.00002 | 0.00002 | 0.00002 | 0.00002 | 0.00002
B#* production 0.00001 | 0.00001 | 0.00001 | 0.00001 | 0.00001 | 0.00001 | 0.00001 | 0.00001
By production 0.00002 | 0.00002 | 0.00002 | 0.00002 | 0.00002 | 0.00002 | 0.00002 | 0.00002
B, production 0.00003 | 0.00003 | 0.00003 | 0.00003 | 0.00003 | 0.00003 | 0.00003 | 0.00003
Other production 0.00001 | 0.00001 | 0.00001 | 0.00001 | 0.00001 | 0.00001 | 0.00001 | 0.00001
Background modelling
uds content 0.00236 | 0.00214 | 0.00221 | 0.00257 | 0.00191 | 0.00201 | 0.00217 | 0.00224
¢ content 0.00008 | 0.00008 | 0.00008 | 0.00009 | 0.00007 | 0.00007 | 0.00008 | 0.00008
Radiative hadronic 0.00136 | 0.00123 | 0.00127 | 0.00148 | 0.00110 | 0.00116 | 0.00125 | 0.00129
SM cross-sections
Hadronic 0.00002 | 0.00002 | 0.00002 | 0.00002 | 0.00002 | 0.00002 | 0.00002 | 0.00002
Wrw-/z°2° 0.00018 | 0.00016 | 0.00017 | 0.00020 | 0.00014 | 0.00015 | 0.00016 | 0.00017
ECAL calibration 0.00003 | 0.00003 | 0.00003 | 0.00003 | 0.00003 | 0.00003 | 0.00003 | 0.00003
MC statistics 0.00021 | 0.00019 | 0.00020 | 0.00023 | 0.00017 | 0.00018 | 0.00019 | 0.00020
Smearing parameters 0.00154 | 0.00140 | 0.00144 | 0.00167 | 0.00124 | 0.00131 | 0.00142 | 0.00146
Luminosity 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000
Hemisphere tag correlation | 0.00029 | 0.00026 | 0.00027 | 0.00031 | 0.00023 | 0.00024 | 0.00026 | 0.00027
Total | 0.00731 | 0.00663 | 0.00682 | 0.00794 | 0.00589 | 0.00622 | 0.00671 | 0.00692

Table 8.3: All evaluated systematic errors and their totals for each energy with the calibrated event tag.
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The final calibrated results for R, and their statistical, systematic and total er-
rors are shown in Table 8.4. The final values as a function of energy, together with

previously published ALEPH results, are shown in Figure 8.2.

The final values for R, at each energy point between 189 and 207 GeV are

therefore presented as:

R, at 188.6 GeV = 0.159 + 0.016 (stat) + 0.007 (syst)
R, at 191.6 GeV = 0.144 + 0.027 (stat) + 0.007 (syst)
R, at 195.5 GeV = 0.148 + 0.019 (stat) + 0.007 (syst)
R, at 199.5 GeV = 0.173 + 0.021 (stat) + 0.008 (syst)
R, at 201.6 GeV = 0.128 + 0.024 (stat) + 0.006 (syst)
R, at 204.9 GeV = 0.135 + 0.019 (stat) + 0.006 (syst)

R, at 206.5 GeV = 0.146 + 0.017 (stat) + 0.007 (syst)

The mean weighted energy was calculated according to the total integrated lumi-

nosities used at each energy in this analysis, so that the final value for all 189 -

207 GeV data is:
R, at 197.9 GeV = 0.151 + 0.012 (stat) + 0.007 (syst)

The dominant error in these measurements of I} is the statistical error. The indi-

vidual systematic errors for each energy are shown in Table 8.3.

With the exception of 201.6 and 204.9 GeV all these results are all within one
sigma of the Standard Model prediction, as shown in Figure 8.2. However the results
for 201.6 and 204.9 GeV are well within 1.5 sigma of the Standard Model prediction.
Additionally the result for all data combined is within 1.05 sigma of the Standard
Model prediction. Thus it can be concluded that these results are in agreement with

the theoretical predictions and are therefore not indicative of new physics.
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Energy Calibrated event tag results

( GeV) Rb Ostat Osyst, Ototal
189 0.15894 | 0.01571 | 0.00731 | 0.01733
192 0.14412 | 0.02708 | 0.00663 | 0.02788
196 0.14827 | 0.01938 | 0.00682 | 0.02055
200 0.17271 | 0.02089 | 0.00794 | 0.02235
202 0.12820 | 0.02397 | 0.00589 | 0.02468
205 0.13524 | 0.01898 | 0.00622 | 0.01997
207 0.14594 | 0.01655 | 0.00671 | 0.01786
189 - 207 | 0.15056 | 0.01195 | 0.00692 | 0.01381

Table 8.4: The calibrated event tag results for each LEP2 energy point between 189 and 207 GeV
and all data combined. The statistical, systematic and total errors are also shown.

2 0.5

® Previously published
O Calibrated event tag

0.25 !
A Calibrated event tag (mean)

0.2

b

0.05F

20 130 140 150 160 1/0 180 190 200 210
Eem (GeV)

Figure 8.2: R} at each energy and all data combined (189 - 207 GeV) measured with the calibrated
event tag, plus the results previously published by ALEPH [3]. The Standard Model prediction
for R, as a function of energy is also shown.
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Chapter 9

Conclusion

In this thesis the latest ALEPH measurements of the branching ratio R, have been
presented. Individual values of R, were evaluated at each LEP2 energy point be-
tween 189 and 207 GeV. An improved analysis technique was employed, in which the
hemisphere tag was used to calibrate the event tag, increasing the reliability of the
measurements. Combining all the available statistics allowed the most statistically
accurate LEP2 measurement of R, with the ALEPH detector to be evaluated. The

final combined result is:
R, at 197.9 GeV = 0.151 + 0.012 (stat) + 0.007 (syst)

which is within 1.05 sigma of the Standard Model prediction and therefore not in-
dicative of new physics. As with earlier R, measurements, this result may be used
to further constrain the energy scales of new physics such as four-fermion contact
interactions and supersymmetry. This result may also be combined with measure-
ments from the other LEP experiments and thus contribute to a new world average

value of Rj.

A comprehensive set of possible sources of systematic uncertainty was investi-
gated. However, even with the combined statistics, the statistical error is dominant
and therefore largely responsible for limiting the precision of the measurement. This
is in contrast to the LEP1 measurements in which the systematic error dominated.
As the LEP accelerator and ALEPH detector have now been dismantled to make
way for the LHC, no more data will be collected and the measurement presented

here therefore represents the final ALEPH measurement of R,.
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9.1 Future Outlook

Future measurements of R, now rely on new accelerators. The LHC is scheduled
to be online in 2007. However this is a proton-proton collider, with an emphasis on
direct searches for new physics. The majority of interactions will be mediated by
gluon-gluon fusion, so although Z°/y — bb decays will occur, they will be swamped
by direct bb production. It is unlikely therefore that measurements of R, will be

feasible at the LHC.

The next real opportunity for measurements are likely to be at the proposed
Liner Collider [55]. This will be a 500 to 1000 GeV e*e™ collider and will therefore
considerably extend the reach for physics beyond the Standard Model. New high
energy measurements of R, will be possible, thus allowing even higher energies to be
probed for new physics. However this machine will not be operational for at least a

decade, and so it will be some time before new measurements of R, will be available.
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Appendix A

Calculation of Ry using a
hemisphere tag

The fraction of single hemispheres tagged in data is defined as

N, sel

fs: N

(A.1)

where NN is the number of preselected hemispheres in data and N is the number
of selected hemispheres from the preselection for a given cut on the negative loga-
rithm of the hemisphere probability. Taking into account the hadronic content and

background, the number of selected hemispheres is given by:
Nsel = Nbeb + Ncec + Nudseuds + NWGW + Nzez + quadeq rad (A2)

where Ny, is the number of hemispheres in the B preselection, €, is the B selection
efficiency, and similarly for the other hadronic, W*W ~, Z°Z° and radiative hadronic
contributions. Assuming the preselection efficiency for each of the hadronic flavours
is the same, the branching ratio for a flavour f is defined as

Ry =~ (A.3)
q

where NV, is the total non-radiative hadronic preselection and N is the non-radiative

preselection for hadronic flavour f. Dividing fs through by N, therefore gives

£ _ RbEb + Rcec + Rudseuds + NWGW + Nzez + quadeq rad

(A.4)
N, N NN
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Below the threshold for top production, R,4s is defined as
Russ = (1 — Ry — R,) (A.5)

so that the fraction of single hemispheres tagged is given by

Rbeb + Rcﬁc + (1 - Rb - Rc) €uds + NWGW + Nzez + quadeqrad

(N/No) N
The fraction of events with both hemispheres tagged in data is defined as
Ne
fo= (A7)

where N° is the number of preselected events in data and N, is the number of
selected events from the preselection with both hemispheres tagged. As the efficiency
for tagging both hemispheres in an event is simply the square of the efficiency for
tagging one hemisphere, the number of selected events for a given cut on the b-tag

is defined as

Ny = Niet + NS€2 + Nigoergs + Noy€o + Ni€o + N¢ ag€o

S

(A.8)

qrad

Dividing N,

by Ny and proceeding as before, the fraction of events with both
hemispheres tagged is given by

Rye2 (1+ py) + Ree2 + (1 — Ry — R.) €24, N NEe2 + NPe? + Nerade

(Ne/NE) e 12 (A.9)

fa=

where the B hemisphere tagging correlation correction factor p, is defined as:

Ed — 62
Pr = b 5 b (AlO)
b

where ¢, is the B hemisphere tagging efficiency and € is the efficiency for tagging

both hemispheres in a B event, both of which are estimated from the Monte Carlo.

The expressions for f; and fq can then be solved simultaneously for R, and e,.

Rearranging Equation A.6 for Ry gives:

Nyéw + Ny, + Nyrad€qra N _
- [(fs_ Cw ¥ @t b deq d) <_> _Rcﬁc_euds+Rc€uds:| (eb_euds) !

N N,
! (A.11)
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Rearranging Equation A.9 for R, gives:

NEe2 + NPe? + N 4€2 . Ne
r= [ (-2 o) (L0 = R =+ Rl | (B (149) -

Ne N¢
(A.12)
Setting Equations A.11 and A.12 equal and solving for €, leads to:
_B + (B? — 4A0)?
= A3
b 54 (A.13)
where
NW w Nz 4 N, ra rau N
A: |:<fs_ o €N+ 4 déq d> <ﬁq> _Rcec_euds+Rceuds (1+P)
(A.14)
Nyew + N7 + Ngraa€araa | [ N°
B = (fd - e E— > <F§> — Ree? — g + Reclys (AL15)
Aeyds
C = epu (B _ fud ) (A.16)
1+p

The value for €, from Equation A.13 can then be substituted into Equation A.11 or
Equation A.12 for Ry.

€

2
uds

)71
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Appendix B

Equality of errors

The final result for R, at each energy i is defined as:

(R})an
(Rg)all

where (Rg), is R, measured with the event tag at energy i, and (R})an, (R)an are Ry,

(R = (Rp);xC = (Rp); x

(B.1)

measured with the hemisphere and event tags respectively for all data 189 - 207 GeV.
If (RY), = (R),, then by definition the value for (R})an is recovered. However the

error on (R}, should also be recovered, which can be proved as follows.

If Equation B.1 is rewritten as:

= B.2
r= (B2
then

o (RN L (R (0RN?
= OR,) "™ " \0Ry,) ™ " \0Ry) ™
OR OR
+ 2pR1R2 8—1 8—2 OR,OR,
oR oR
+ 2pR.Rs or. ) \ 3R, ) omone
oR oR
—+ 2pR2R3 (8—2> <8—3> OR,OR4 (B3)
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so that evaluating the partial differentials:

(@)2 _ (o) (o) (o)
R N R1 R2 R3

o 2 o 3
- 2o (32) () (B4

For the case where (R;). = (Rj}),,; then from comparing Equations B.1 and B.2:
R, = R; (B.5)

so that OR, = ORsy PRiRy — PRsR3y PRiRs — 1 and R = RQ. Substltutlng these

equalities into Equation B.4 leads to:

(@)2 C () (o) g ()
R - R, Ry R,

- 2o () () (B.6)
) - (%) o

With R = R, then op = og,. Therefore scaling the event tag result for all data com-

which reduces to:

bined should result not only in the same value as I, measured with the hemisphere

tag for all data combined but, as expected, the same error as well.
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